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Executive Summary 

4ÈÉÓ ÄÏÃÕÍÅÎÔ ÒÅÐÒÅÓÅÎÔÓ $ÅÌÉÖÅÒÁÂÌÅ φȢρ ɉȰ%ÖÁÌÕÁÔÉÏÎ &ÒÁÍÅ×ÏÒËȱɊ ÏÆ ÔÈÅ (ςπςπ 

ÐÒÏÊÅÃÔ Ȱ&!#43τ7/2+%23 -Worker-#ÅÎÔÒÉÃ 7ÏÒËÐÌÁÃÅÓ ÉÎ 3ÍÁÒÔ &ÁÃÔÏÒÉÅÓȱ ɉ&Ï& 

2014/636778).  

The Evaluation Framework, as main tool used for reaching WP6 goals (to evaluate 

the impact of the project solutions on the workers), contributes to all other ÐÒÏÊÅÃÔȭÓ 

WPs, generating data for iterating initial requirements and for evolving the designed 

ÓÏÌÕÔÉÏÎÓȢ 4ÈÁÔȭÓ ×ÈÙ ×Å ÆÉÒÓÔÌÙ ÐÏÉÎÔ ÔÈÅ relationship between the work to be 

performed in WP6 and the rest of WPs. 

The evaluation of how the introduction of solutions (including ICT) in the workplace 

affects the daily work and impacts on the worker implies a very broad research 

scope. Very different and complementary research lines are involved in that 

purpose, and we establish the rationale of the framework in a wide range of 

methods and tools among which we will choose those most appropriate for the 

purpose of the framework. 

The evaluation framework is defined then. Taking into account the available 

rationale and background, but with the project idiosyncrasy in mind, we establish 

our primary evaluation targets and process. FACTS4WORKERS tries to change the 

×ÏÒËÅÒȭÓ ÐÒÁÃÔÉÃÅÓȟ ÕÓÉÎÇ ÔÈÅ ÈÅÌÐ ÏÆ )#4 ÔÏÏÌÓ (but not only leveraging on them). 

This is going beyond of just to evaluate the deployed solutions. 4ÈÁÔȭÓ ×ÈÙ ÔÈÅ 

evaluation framework is defined in terms of the validation and impact assessment of 

the introduced new practices (with the difficulty to separate this impact from other 

factors), which is going a step further of just using a subset of methods and tools 

detailed in the rationale. 
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1 Introduction 

FACTS4WORKERS project main goal is to develop, pilot and evaluate solutions 

that support the inclusion of elements of knowledge work on the shop floor. From 

ÔÈÅ ÔÉÍÅ ÔÈÁÔ ÔÈÅ ȬÅÖÁÌÕÁÔÉÏÎȭ ÐÒÏÃÅÓÓ ÉÓ Á ÍÁÉÎ ÐÒÏÊÅÃÔ ÏÂÊÅÃÔÉÖÅ ɉÁÓ ÔÈÅ proper 

development of those solutions are), with a dedicated WP (WP6) planned jointly 

within the project scope, this process has to be very linked to every stage and task of 

the project, and this is the first point we need to remark.   

Since the ICT solutions are evolving at every stage of the project, and different 

approaches, maturity levels and pilots are being reached in each IP, the evaluation 

framework must take into account this inherent characteristic of the project (also 

common in any agile and/or perpetual beta environment). Thus, the evaluation 

framework must have a solid anchor on the worker-centric solutions definition, for 

being able to evaluate the whole project solution-creation process. This is why ×ÅȭÒÅ 

leveraging many WP6 fundamentals and steps on the work performed on WP1 

(Worker Needs, organisational requirements and Industrial Challenges), where an 

incipient evaluation framework is already defined. 

In addition to the aforementioned, at FACTS4WORKERS project we have the 

chance to access a broad different data sources obtained from the developed ICT 

solutions. This means that we can enhance our evaluations tools and methods with 

these data (and their corresponding tools and methods of acquisition), in order to 

build a better evaluation framework.  

The framework, as stated in the project proposal, has 2 main purposes, which 

ÁÒÅ ÔÈÅ ÏÎÅÓ ×ÅȭÒÅ ÆÏÃÕÓÉÎÇ ÏÎȡ ρɊ 4Ï ÄÅÆÉÎÅ ÍÅÔÒÉÃÓ ÁÎÄ ËÅÙ ÐÅÒÆÏÒÍÁÎÃÅ ÉÎÄÉÃÁÔÏrs 

as well as methods to measure the impact of the smart factory in the workers QoE 

(Quality of Experience) and 2) To plan and describe the proper methodologies for 

the iterative evaluation of the aspects defined with end users and experts. 

 This deliverable (D6.1) develops the evaluation framework definition, whose 

main goal is to be a usable and valuable tool for evaluating the FACTS4WORKERS 

solutions deployed at the factories, via the worker satisfaction and innovation skills 

assessment. Since, as mentioned, solutions will have different degrees of maturity 

and deployment throughout the project, and the evaluation process should be used 

at all stages, the framework provides an evaluation process and a set of tools and 

methods varied and considered as suitable for each phaseȡ Ȱ/ÎÅ-size-fits-ÁÌÌȱ (in 

terms of set of evaluation tools and methods used for each IP and project phase) is 

not considered a proper approach, since assessment needs change as it does the 

type and maturity of the solutions (also taking into account that a sustainable 
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evaluation framework should be performed, in order to be alive beyond the project 

end). Thus, the evaluation framework can also be seen as a process containing 

different methodologies, approaches and tools for each stage and solution of the 

project. 

What not to expect in this document: As stated above, the perpetual beta 

approach and the heterogeneous set of IPs, Use Cases and solutions (ICT or not) to 

be deployed along the project, will lead us to establish a broad and different set of 

evaluation tools and methods to be used. That set is the framework. Thus, the 

framework is where the proper indicators and measurements are defined, and they 

are defined depending on the needs of each case to be evaluated. In this document 

there will not be detailed a set of measurements to be used in each Use Case or at 

each stage of the project, but the set of tools and methods that, using different 

possible measurements, will be used in each case.  

Thus, deployment issues and how the framework will be used in each case 

(Use Case, IP, stage of the project...) will be treated in D6.2, since each case will take 

different items from the defined framework and will require different tools, 

methods and deployment needs for performing the evaluation properly. 

This document is structured as follows: After this introduction and some 

definitions, chapter 2 explains the links and relationships between the evaluation 

framework and the rest of WPs. Chapter 3 explains the rationale of the framework, 

in terms of what kind of tools and methods we can use for evaluation purposes. 

Chapter 4 details the evaluation framework itself.  

1.1 Guide for the reader 

This deliverable (D6.1) is a large document, with much valuable information 

for, firstly , analysing different assessment options and then explaining the 

framework.  

The framework rationale (Chapter 3) is a wide and detailed description of 

different tools and methods used for evaluation purposes, in the field of users of ICT 

solutions. The different methods, tools and measurements in this chapter are 

presented as both options/candidates and foundation for the framework description 

(chapter 4).  

Thus, being a key baseline for the framework, the content of chapter 3 is not 

needed at all for a complete understanding of a) the framework goals and b) the 

framework elements, both described in chapter 4. This is why we propose two 

ÄÉÆÆÅÒÅÎÔ ÐÁÔÈÓ ÆÏÒ ÔÈÅ ÐÒÏÐÅÒ ÒÅÁÄÉÎÇ ÏÆ ÔÈÉÓ ÄÏÃÕÍÅÎÔȟ ÄÅÐÅÎÄÉÎÇ ÏÎ ÅÁÃÈ ÒÅÁÄÅÒȭÓ 

interests: 
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 For a deep and comprehensive reading : Read the document following the 

proposed structure, from the beginning to the end. 

 For a quick and fast approach to the framework : Start by reading Chapter  2 

to have a clear view of what is FACTS4WORKERS from the point of view of its 

Work Packages. This way, you will get to know what kind of tasks we are doing 

in the project and why/how the Evaluation Framework (developed in WP6) is 

connected to all of them. Follow with Chapter 4, the core of this document, in 

order to know the Evaluation Framework defined for the assessment.  

Once you are aware of the Evaluation Framework, and only as further reading, 

optionally fini sh with Chapter 3, in case you want to understand the different 

evaluation models used so far and as baseline and rationale for defining the 

framework. 
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2 The Framework within the 
FACTS4WORKERS Project  

In order to clarify where WP6 (and hence, this deliverable) is placed within the 

project to readers without prior contact with FACTS4WORKERS, this is, in a very 

brief summary (not accurate enough, but right from the didactic point of view) the 

role of each WP in the project: 

 WP1 ɀ Workers needs and work practices information acquisition. Requirements 

definition  

 WP2-WP4 ɀ Technical solutions development 

 WP5 ɀ Deployment at IPs 

 WP6 ɀ Evaluation of the solutions and their impact 

 WP7 ɀ Dissemination and exploitation 

 WP8 ɀ Coordination 

Given that WP6 evaluates the work done (from the point of view of its impact on the 

workers) along the project, it has a very close connection with WP1-W5. The 

following picture describes the interplay among WPs as stated in the project 

proposal: 

 

Figure 1. FACTS4WORKERS WPS schema. 
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Since the Evaluation Framework will feed the project with valuable data to iterate 

on the requirements and to evaluate the impact of the deployed solutions, a very 

brief outline of how the framework relates with every technical WP (and also WP 7) 

is detailed below. 

2.1 WP 1 

WP1 has a very close relationship with WP6, in general, and with the Evaluation 

Framework in particular. When WP1 explores ÔÈÅ ×ÏÒËÅÒȭÓ ÐÒÁÃÔÉÃÅÓ ÁÎÄ ÔÈÅÎ 

defines requirements , it also establishes a model to drive the evaluation process of 

those new practices along the project lifecycle. In fact, in D1.1 (Heinrich, 2015), an 

Evaluation Framework is already defined, with the description of the worker & 

organisational impact dimensions  and the anticipated impact of the planned project 

interventions. Those impact dimensions are, indeed, the core indicators of the  WP6 

Evaluation Framework, the main aggregators of many of the data that the 

framework will produce. )Ô ÍÁËÅÓ ÔÏÔÁÌ ÓÅÎÓÅ ÔÈÁÔ ÔÈÅ ×ÏÒËÅÒȭÓ Ðractices description 

(both present and improved within the project) and the requirements definition are 

linked with the strategies for measuring the impact of the project interventions on 

the shop floor. 

Similarly, the Evaluation Framework is seen as a process (where different stages of 

the project require different evaluation strategies), and use of a common research 

approach make WP1 and WP6 a kind of teamwork set of tasks. Indeed, there is a thin 

line between some planned evaluation tasks (i.e. mock-ups validations, focus 

groups) and the properness to place them in one or another WP. 

This clear link and close connection makes WP1 the main source for WP6 evaluation 

framework definition and also the main feedback destination for the generated data.  

2.2 WP 2 

WP2 focuses on HCI/HMI building blocks and, thus, specifies the interfaces that 

workers will use to interact with the project ICT solutions . These building blocks 

are both a source of data for evaluation purposes and also an item that influences in 

the worker satisfaction and innovation skills improvement (i.e. an item that really 

ÉÍÐÁÃÔÓ ÏÎ ÔÈÅ ×ÏÒËÅÒ ÄÁÉÌÙ ÌÉÆÅɊȢ 4ÈÁÔȭÓ ×ÈÙ WP6 will use these building blocks and 

its associated devices for evaluation purposes. 

2.3 WP 3 

WP3 focuses on the service back end building blocks for the project ICT 

solutions . This means that WP3 defines and manages the main amount of data that 

the project solutions will gather. Thus, this is the main source of information that 
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WP6 will use when the evaluation framework requires using technological data 

(3.3) for evaluation purposes. 

2.4 WP 4  

WP4 develops the Semantic Workflow Engine that will be used to compose and 

coordinate the back end developed services. Like stated for WP3, this can be a 

source of information about how the system is used and thus, when required and 

estimated proper, to help in the evaluation of the impact of the project interventions 

on the workers. 

2.5 WP 5 

WP5 is in charge of the deployment of the developed solutions on the different IPs 

shop floors. If the Evaluation Framework requires some deployment or set up 

(which would be detailed in D6.2) within the projectȭÓ general architecture, this will 

have to be aligned with the guidelines established in WP5. Also, the designed 

architecture to develop and deploy the project ICT solutions will influence how any 

ÒÅÑÕÉÒÅÄ ȬÄÁÔÁ ÁÃÑÕÉÓÉÔÉÏÎȭ ÆÕÎÃÔÉÏÎÁÌÉÔÙ ɉÆÏÒ ÅÖÁÌÕÁÔÉÏÎ ÐÕÒÐÏÓÅÓɊ ÉÓ ÄÅÖÅÌÏÐÅÄ ÉÎ 

the scope of WP2-4.  

2.6 WP 7 

The outcomes of the evaluations will be disseminated (and dissemination is the 

main goal of WP7). Thus it is crucial to be able to extract conclusions which can be 

backed up by data gained throughout the evaluation process, both evaluating the 

smart factory solutions as well as the methodology itself. The framework must 

ensure that personal data must be kept confidential. All the ethics regulations apply 

for internal (partners and projects) as well as external (public) dissemination. 

 

  



 WP 7  

 16 

2.6 

 



Framework Rationale   

 

3 

17 17 

3 Framework Rationale  

3.1 Framework Elements: General Overview  

The Evaluation Framework defined for FACTS4WORKERS (which is detailed in 

chapter 4) has as main goal to help the project to demonstrate and evaluate the 

benefits introduced in the factories via the solutions developed in WP2-WP5. This 

means that the framework is made of a very concrete set of tools and methods, 

taking existing ones from literature as a base, tailoring them and defining new 

approaches when considered. In the same way, the framework is developing a 

proper evaluation process for meeting our project needs and goals. 

To better understand why we are building a framework like the one we are 

proposing later in this document, and ×ÈÙ ×ÅȭÒÅ ÕÓÉÎÇ ÁÎÄ ÄÅÆÉÎÉÎÇ Á ÃÅÒÔÁÉÎ ÓÕÂÓÅÔ 

of elements to build it , we consider a key issue to raiÓÅ Á×ÁÒÅÎÅÓÓ ÏÎ ÔÈÅ ȬÂÒÉÃËÓȭ ÔÈÁÔ 

we have in order to create the framework. 

In a very brief and general summary, we count on two different approaches (set of 

tools and methods but also different academic research backgrounds) to build the 

evaluation framework: 

a) 4ÈÅ ÏÎÅ ×Å ÃÁÌÌ ÔÈÅ Ȱclassical approachȱ, which is the academia SotA of 

tools and methods for evaluating purposes in the field of introducing ICT 

tools (IS, in general) in the working environment. This approach is the 

fundamental pillar of the framework, and it will be used to define the 

evaluation process and main elements, tools and methods. The IS research in 

this field has traditionally used what we caÌÌ ÆÒÏÍ ÎÏ× ÏÎ ȬÓÏÃÉÁÌ ÓÃÉÅÎÃÅÓ 

evaluation toolsȭ, just for better understanding (and to properly differentiate 

them from the tech. approach), which are composed basically of qualitative 

research data collection, analysis and field research design (i.e. observation, 

focus groups, expert evaluations, interviews, surveys, etc.). Use of other 

sources of data (logs, statistics of use, etc.) is less common in this 

environment, and usually not aiming at our evaluation purposes (i.e. worker 

satisfaction) but just IS success (i.e. in terms of extent of use).  

 

b) The second approach takes advantage of the fact that FACTS4WORKERS is 

designing, developing and deploying ICT tools that will contribute to 

empower the workers on the shop floor. The use of these tools usually 

generates large amounts of data (logs, content), which can be used to 

analyse how the worker is interacting with them and, thus, to be able to 

https://en.wikipedia.org/wiki/Qualitative_research
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extract valuable conclusions. This is what we call from now on the 

Ȱtechnological approach ȱȟ ×ÈÉÃÈ ÄÏÅÓ ÎÏÔ necessarily rely on traditional 

Ȭ×ÁÙ-of-ÄÏÉÎÇȭ (in terms of using social sciences tools for evaluation but, like 

the classical approach, with a solid academic background), but on the data 

analysis chances allowed by ICT tools. We consider that this is a perfect 

complement to the classical approach, introducing different  academic 

research knowledge (used mainly in different scenarios so far) than the 

classical one and allowing us to have different data sources to provide 

feedback to both the project and the IPs. Also, the type of data generated via 

this approach is quantitative, which complements the classical approach. In 

ÔÈÉÓ ÓÅÎÓÅȟ ÉÔȭÓ ÁÐÐÒÏÐÒÉÁÔÅ ÔÏ ÈÉÇÈÌÉÇÈÔ ÔÈÁÔ ÔÈÉÓ ÁÐÐÒÏÁÃÈ ÓÃÏÐÅ ×ÉÌÌ ÄÅÐÅÎÄ 

mostly on the solutions developed and deployed (WP2-WP5).   

Of course, the aforementioned segmentation is just a high level didactical approach 

(not exhaustive) with the only objective of let the reader understand what (low-level 

items) we are going to use to build the framework.  

In chapter 4, where the framework is defined, the fix of both approaches within the 

framework definition w ill be clearer: We will use different tools and methods , 

adapted from the aforementioned approaches, in order to feed the need of 

evaluation information that the framework requires  in each stage and case of 

the project. In the following picture (Figure 2) we outline the aforementioned fix: 

 

Figure 2. Framework approaches for tools and methods.  

Classical approaches are expected to perform better providing tools and methods 

for early stages of the project (solutions development and deployment early stages), 

acquiring valuable qualitative information by interacting directly from workers , 

Tools and 

Methods 

approaches: 

Feeding the 

Impact 

Dimensions 
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acquiring quantitative data for the solutions validation and providing still pictures 

(and feedback) of the solutions validation and its impact on the workers at any given 

stage of the project. 

On the other side, technological approaches are expected to perform better 

providing tools and methods for longitudinal quantitative analysis (even beyond the 

end of the project), being less intrusive for workers and acquiring large quantitative 

data for further and deeper analysis. 

Both are based on different research backgrounds, and we will see that both will 

converge on feeding D1.1 impact dimensions in order to assess the worker 

satisfaction and innovation skills.  

3.2 Classical Approaches  

The following points will explain the main sources considered by the participants in 

WP6 to define and ÄÅÖÅÌÏÐ ÔÈÅ ȬÃÌÁÓÓÉÃÁÌ ÁÐÐÒÏÁÃÈȭ ÏÆ ÔÈÅ ÆÒÁÍÅ×ÏÒË. 

3.2.1 Worker Satisfaction and Innovation Skills Evaluation 

Since two of the objectives of the project (O.1 and O.2) focus on innovation skills and 

cognitive job satisfaction (JS), it i s clear that we need to combine the efforts already 

made by researchers with the project particularities, in order to have a solid basis 

for the evaluation framework. In the course of the project we evaluated and 

reviewed the existing broad field of research in Academia regarding psychological 

theories and metrics of job satisfaction in order to investigate implications for socio-

technical interventions. 

The assessment of the theories shows a basic distinction between the following 

approaches (Weiss & Cropanzano, 1996): 

 Cognitive theories  base JS on cognitive judgments that workers make about 

their work experience and work conditions.  

 Dispositional theories  emphasize certain predispositions of worker toward 

expressing JS. 

 Motivational theories  focus on the factors in the work environment and the 

work itself that influence workers motivation and increase JS. We review two 

ÓÕÃÈ ÔÈÅÏÒÉÅÓȡ ÔÈÅ ȰÔ×Ï ÆÁÃÔÏÒÓ ÔÈÅÏÒÙȱ ÁÎÄ ÔÈÅ ȰÊÏÂ ÃÈÁÒÁÃÔÅÒÉÓÔÉÃÓ ÍÏÄÅÌȱȢ 

Cognitive theories  describe JS essentially as an outcome of cognitive assessments. 

An example of such theory is (Fishbein & Ajzen, 1975) who describe the conditions 

under which attitudes lead to intentions which in turn lead to behaviour. One 

example for such an extended theory is the Affective Events Theory (AET) which 
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views JS as a result of evaluative judgments with affective as well as cognitive 

components (Weiss & Cropanzano 1996). Affective components consist of feelings 

that the work environment engenders whereas cognitive components consist of the 

×ÏÒËÅÒÓȭ ÂÅÌÉÅÖÅÓ ÁÂÏÕÔ ÔÈÅ ×ÏÒË ÅÎvironment. AET especially explains the intra-

individual variability of JS measurements and implies that a single measurement of 

JS does not capture the whole range of possible JS states for a set of workers. 

Therefore, measurements have to be repeated over time to achieve accuracy. 

 

Figure 3. Judge & Larsen (2001): SOR Model of Personality Moderating Affective Responses.  

A principle assumption of dispositional models for JS  is that certain dispositional 

properties of workers influence JS (Judge & Larsen, 2001; Dugguh & Ayaga, 2014) 

ÓÕÃÈ ÁÓ ÔÈÅ ×ÏÒËÅÒÓȭ ÓÅÌÆ-ÅÖÁÌÕÁÔÉÏÎÓ ɉȰÃÏÒÅ-ÅÖÁÌÕÁÔÉÏÎÓȱȡ Judge et al., 1998; 

Srivastava, et al., ςπρπɊ ÁÎÄ ÎÅÇÁÔÉÖÅ ÁÎÄ ÐÏÓÉÔÉÖÅ ÁÆÆÅÃÔÉÖÉÔÙȢ ȰCore self-ÅÖÁÌÕÁÔÉÏÎÓȱ 

are fundamental and subconscious conclusions that people have formed about 

themselves, about other people, and about the world around them. These 

conclusions concern their self-esteem, their self-efficacy, neuroticism, and locus of 

control. Therefore, core-evaluations moderate the impact of work place experiences 

ÏÎ ÔÈÅ ×ÏÒËÅÒȭÓ ÅÍÏÔÉÏÎÁÌ ÒÅÓÐÏÎÓÅÓȢ $ÉÓÐÏÓÉÔÉÏÎÁÌ ÍÏÄÅÌÓ ÄÏ ÎÏÔ ÎÅÇÁÔÅ ÔÈÅ 

ÉÎÆÌÕÅÎÃÅÓ ÏÆ ÃÏÇÎÉÔÉÖÅ ÃÏÍÐÏÎÅÎÔÓ ÏÎ *3 ÂÕÔ ÆÏÃÕÓ ÏÎ ÔÈÅ ×ÏÒËÅÒÓȭ ÄÉÓÐÏÓÉÔÉÏÎÓ ÁÎÄ 

personality trÁÉÔÓ ÔÈÁÔ ÔÒÉÇÇÅÒ ÔÈÅÍȢ &ÏÒ ÅØÁÍÐÌÅȟ ÔÈÅ ÆÉÒÓÔ Ô×Ï ÏÆ ÔÈÅ Ȱ"ÉÇ &ÉÖÅȱ 

personality dimensions (extraversion, neuroticism, agreeableness, conscientiousness, 

and openness) were found to be especially relevant for JS. (Judge & Larsen, 2001). 

The model is illustrated in Figure 3. 

Dispositional theories explain the inter-individual variability of JS measurements 

and imply that different workers will respond to socio-technical job interventions in 

different ways. Therefore, to meet the needs of all workers, socio-technical 

interventions should be adaptable to specific worker characteristics. Initial fielding 

of socio-technical interventions should also be sensitive to any dominant 
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dispositional qualities of the involved work force. For example, it would be 

preferable to field prototypes of socio-technical interventions among workers with 

generally positive affective dispositions who would be emotionally more likely to 

engage with them. 

In addition two motivational theories of JS are here reviewed, the job 

characteristics model  by (Hackman, 1976) and the two factors model (Herzberg, 

Mausner & Snyderman, 1959). The job characteristics model was empirically 

confirmed by the Job Diagnostic Survey (JDS), which will be described in the next 

section. The model focuses on positive motivational incentives and is especially 

useful to determine desired work place changes that could strengthen JS. It is less 

suitable for potentially dysfunctional work aspects such as highly repetitive work. 

The model considers the relationship between work and individuals (i.e. not teams); 

it does not explicitly consider interpersonal, technical, or situational variables. 

The two factors model of (Herzberg, Mausner & Snyderman, 1959) has important 

implications for the potential of socio-technical interventions to increase work 

satisfaction. For example, it disconfirms traditionally held notions that supervisor 

training or pure salary alone would increase workers JS. Also, merely decreasing 

technical or administrative inconveniences would not lead to increased JS but would 

only reduce perceived dissatisfaction. Instead, the theory implies that JS would grow 

as work is experienced in meaningful ways, results are recognized, and personal 

growth is achieved. The theory was criticized by pointing out that the distinction 

between motivator versus hygiene factors on JS may have only inter-individual 

applicability such that it is more valid for some workers than for others (Hackman, 

1976). To determine socio-technical interventions that increase workers JS, ICT 

ÄÅÓÉÇÎÅÒÓ ×ÏÕÌÄ ÎÅÅÄ ÔÏ ÉÎÖÅÓÔÉÇÁÔÅ ÔÈÅ ÉÎÔÅÒÖÅÎÔÉÏÎȭÓ ÒÅÌÁÔÉÏÎ ÔÏ ÔÈÅ ×ÏÒËÅÒȢ 4ÈÅÒÅȟ 

research has investigated empowerment (Spreitzer, 1995) that combines factors 

from HackmanȭÓ ÁÎÄ (ÅÒÚÂÅÒÇȭÓ ÔÈÅÏÒÉÅÓȡ ÍÅÁÎÉÎÇȟ ÃÏÍÐÅÔÅÎÃÅȟ ÓÅÌÆ-determination 

(Deci et al. 1989) and impact.  

Below, some of the main instruments used for JS purposes supporting the 

aforementioned argumentations are briefly explained. 

3.2.2 Job Satisfaction Measurement Instruments 

3.2.2.1 Job Satisfaction Survey 

The JS survey (JSS) was developed by Paul Spector from the University of South 

Florida (Spector, 1985) to measure JS specifically to human services, public and non-

profit  sector organizations. The survey is based on an understanding of JS as 

evaluative feelings about the job which are measured by the survey. Questions are to 

be answered on five point Likert-style ratings scales, ranging from strongly agree to 
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strongly disagree. The survey contains nine subscales that were extracted from a 

review of literature at the time: pay, promotion, supervision, benefits, contingent 

rewards, operating procedures, co-workers, nature of work, and communication. 

Reliability is reported as r = .91 for internal consistency, and between .34 to .74 for a 

long interval test-retest) based on a sample of 2,870 participants. Also various types 

of validity were assessed and are reported in (Spector, 1985). Access to the JSS can 

be gained from Spector`s website1. 

3.2.2.2 Job Descriptive Index 

The job descriptive index (JDI) was developed by researchers at Cornell University 

ÉÎ ÔÈÅ ÌÁÔÅ ρωφπȭÓ ɉ3ÍÉÔÈȟ +ÅÎÄÁÌÌ Ǫ (ÕÌÉÎ, 1969) and since then has been validated 

with large groups of participants. It assesses attitudinal aspects of JS without 

imposing specific structural or process models. Workers are assumed to relate their 

work environment to their internal frame of reference, representing an internal 

standard and adjusting their responses to their experiences, thereby reflecting their 

specific adaptation level (Smith, Kendall & Hulin, 1969).  

There are 90 questions on the JDI that can be answered on a three point scale (yes, 

no, and undecided) and are grouped in following five factors (respective number of 

questions): Work (18); Pay (9); Promotions (9); Supervision (18); Co-workers (18); 

Job in General (18). 

JDI validations (Brodke et al., 2009) indicate good internal consistency of items 

×ÉÔÈÉÎ ÅÁÃÈ ÆÁÃÔÏÒ ɉÁÌÌ Ò І Ȣψψȟ ÁÖÅÒÁÇÅ Ò Ѐ ȢωρɊ ÁÎÄ ÇÏÏÄ ÄÉÆÆÅÒÅÎÔÉÁÔÉÏÎ ÂÅÔ×ÅÅÎ 

ÆÁÃÔÏÒÓ ɉÁÌÌ Ò Ѕ Ȣφχȟ ÁÖerage r = .42). External validity was assessed via correlations 

with intent to quit (average r = -0,42), feelings of job stress (r = .21) and a single 

measure of JS (r = .53). Various forms of the JDI and descriptive information can be 

accessed from the website at the Bowling Green State University2 free of charge.  

3.2.2.3 Job Diagnostic Survey 

The Job Diagnostic Survey (JDS) is based on the Job Characteristics Model as 

described above and consists of 83 items in 7 subsections plus a short biographic 

questionnaire (Hackman & Oldham, 1974). Response scales are seven point scales 

except one scale that uses a five-point Likert scale (agree ɀ disagree). The JDS is 

intended to diagnose the motivational properties of jobs prior to interventions or 

redesign as well as to assess the effects afterwards (Hackman & Oldham, 1975). It 

was validated with over 1.500 individuals in more than 100 jobs in about 15 

different organizations. (Hackman & Oldham, 1976) report satisfactory reliability, 

that ranges for internal reliability ( i.e. item consistency within a scale) between .56 

                                                             
1 http://shell.cas.usf.edu/~pspector/   

2 http://www.bgsu.edu/arts -and-sciences/psychology/services/job-descriptive-index.html  

http://shell.cas.usf.edu/~pspector/
http://www.bgsu.edu/arts-and-sciences/psychology/services/job-descriptive-index.html


Framework Rationale   

 

3 

23 23 

and .88 and for discriminative reliability (i .e. differentiation between scales) 

between .12 and .28. (Hackman et al., 1975) report JDS validity; workers with a 

higher Motivating Potential Score (MPS) report lower absenteeism than those with 

low MPS (about 3 versus 7 days per year). Also workers with higher MPS show 

slightly higher job performance when rated by their supervisors than those with 

lower MPS. 

 

Job Dimensions Skill Variety 
Autonomy 
Dealing with others  
Task Identity 

Feedback from Job  
Task Significance 
Feedback from Agents 

Psychological States Experienced 
Meaningfulness of work 

Knowledge of Results 

Affective Responses to the 
Job 

General Satisfaction 
Internal Work Motivation  

Specific Satisfaction: Job 
Security, Pay, Social, 
Supervisory, Growth 

Growth Need Strength  -ÅÁÓÕÒÅÄ ÁÓ Ȱ×ÏÕÌÄ ÌÉËÅȱ -ÅÁÓÕÒÅÄ ÁÓ ȰÊÏÂ ÃÈÏÉÃÅȱ 

Table 1. JDS Scales 

3.2.3 Technology Success and Acceptance 

Most of the interventions of FACTS4WORKERS solutions are related to information 

systems (IS). IS serve as one of the knowledge bases in the question of how to 

measure and validate the technology acceptance of FACTS4WORKERS solutions. IS 

researchers have derived models to explain and measure success, taking various 

perspectives and system types into account. One of the most prominent approaches 

is the Technology Acceptance Model (TAM)  (Fishbein and Ajzen, 1975), which 

explains why some information systems are more accepted by users than others. 

One of its most major adaption is the Unified Theory of Acceptance and Use of 

Technology (UTAUT)  (Venkatesh et al., 2003). The UTAUT suggests four constructs 

(performance expectancy, effort expectancy, social influence, and facilitating 

conditions) as direct determinants of usage intention and behaviour. Another 

dominant model is the IS Success Model (DeLone and McLean, 2003), providing a 

taxonomy of IS success consisting of six variables: system quality, information 

quality, use, user satisfaction, individual impact, organisational impact, and service 

quality (FACTS4WORKERS, Description of action, 2014).  

In addition, one of the challenges when developing new innovations, in this case new 

FACTS4WORKERS systems into production environments, is to get the new system 

adopted in the workplace. (Rogers, 1983) has introduced the well-known theory of 

innovation diffusion  to explain this challenge. Coming up next, the above 

mentioned models are shortly described. 
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3.2.3.1 Technology Acceptance Model (TAM) 

The Technology Acceptance Model (TAM) is originated from the Theory of Reasoned 

Action, TRA (Fishbein and Ajzen, 1975), which has widely been used for prediction 

of behavioural intentions. According to the model, behavioural intentions are a 

function of beliefs about the likelihood that a particular behaviour leads to a specific 

ÏÕÔÃÏÍÅȢ 4ÈÅÓÅ ÂÅÌÉÅÆÓ ÁÒÅ ÄÉÖÉÄÅÄ ÔÏ ÂÅÈÁÖÉÏÕÒÁÌ ÁÎÄ ÎÏÒÍÁÔÉÖÅȟ ÉȢÅȢ ÁÎ ÉÎÄÉÖÉÄÕÁÌȭÓ 

attitude towards performing the behaviour and subjective norm about performing 

the behaviour (Fishbein and Ajzen, 1975; Madden et al., 1992). TAM was introduced 

by Fred Davis in 1985, and it uses two technology acceptance measures in order to 

ÅØÐÌÁÉÎ ÁÎ ÉÎÄÉÖÉÄÕÁÌȭÓ ÁÔÔÉÔÕÄÅȢ 4ÈÅ ÍÏÄÅÌ ÐÒÏÐÏÓÅÓ perceived usefulness (PU) and 

perceived ease of use (PEOU) as the fundamental determinants of technology 

adoption, and examines their mediating role between systems characteristics and 

the probability of system use. Perceived usefulness means the degree to which a 

person believes that using a particular technology will enhance the job performance. 

Perceived ease of use refers to the degree of effort the utilization of a particular 

technology requires ɀ the lesser effort is needed, the higher the perceived ease of 

use (Davis et al., 1989). TAM has been used and also extended in several studies. 

First and foremost, it is confessed as the traditional adoption theory in the field of IT 

(Legris et al., 2003; Awa et al., 2014) but it can be utilized in the investigation of 

technology acceptance in a broader scope as well.  The traditional TAM model is 

introduced in Figure 4.   

 

 

Figure 4. The original Technology Acceptance Model (Davis et al., 1989).  

3.2.3.2 The Unified Theory of Acceptance and Use of Technology (UTAUT) 

Primarily, the concept underlying the acceptance theory is based on the assumption 

that individual reactions to using IT have an influence on the intentions to use IT as 

well as the actual use of IT, which are different from each other. The actual use is 

influenced by the intentions to use IT. In the meantime, all experiences an individual 

has when using the system, later on also evoke positive or negative reactions. That is 

the common reason for doing semi-standardized surveys of user acceptance after an 

initial testing phase of the new system, and to predict the probability of acceptance 
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and use. The basic concept underlying the theory of the acceptance of information 

technology is depicted in Figure 5.  

 

Figure 5. Concept underlying acceptance theory (Venkatesh et al., 2003).  

The Unified Theory of Acceptance and Use of Technology (UTAUT) was formulated 

by (Venkatesh et al., 2003), which integrates the theory and research on individual 

acceptance of IT into a unified theoretical model that captures the essential 

elements of previously established theories and models like TAM. The four concepts 

play a significant role as direct determinants of user acceptance and usage 

behaviour, which are performance expectancy, effort expectancy, social influence, and 

facilitating conditions. The variables of the UTAUT are commonly used to explain 

user acceptance in the field of information systems. The UTAUT model is depicted in 

Figure 6. 

 

Figure 6. The Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 2003).  

According to the Technology Acceptance Model (TAM) (Davis, 1989) and the Unified 

Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh, 2003) the direct 

determinants of technology acceptance are: 
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(1)  Performance expectancy  (perceived usefulness): the degree to which an 

individual believes that using the system in real life will help to attain gains 

in job performance. It is the strongest predictor of acceptance 

(2)  Effort expectancy (perceived ease of use): the expected degree of ease 

associated with the use of the system 

(3)  Social influence : the degree to which an individual perceives that important 

others believe he or she should use the system  

(4)  Facilitating conditions:  the degree of support in terms of organizational or 

technical infrastructure perceived by an individual 

 

It is posited that the impact of these four constructs is mediated by gender, age, 

experience and voluntariness of use. 

3.2.3.3 The IS success model  

DeLone and McLean (D&M) have introduced the original Information Systems (IS) 

Success Model in 1992. However, the role of IS has changed and progressed after 

that and they have published an updated version of the model in 2003. In Figure 7, 

the updated D&M IS Success Model is presented. In the model, there are three major 

dimensions of quality, i.e. information quality, systems quality and service quality. 

Each of the dimensions should be measured separately as they have an influence on 

the use and user satisfaction (DeLone and McLean, 2003). For example, information 

ÑÕÁÌÉÔÙ ÃÁÎ ÂÅ ÁÓÓÅÓÓÅÄ ÂÁÓÅÄ ÏÎ ÈÏ× ×ÅÌÌ ÉÔȭÓ ÏÒÇÁÎÉÚÅÄȟ ÈÏ× ÅÆÆÅÃÔÉÖÅÌÙ ÉÔȭÓ 

presented, how clearly ÉÔȭÓ ×ÒÉÔÔÅÎ ÁÎÄ ÉÓ ÔÈÅ ÉÎÆÏÒÍÁÔÉÏÎ ÕÓÅÆÕÌ ÁÎÄ ÕÐ-to-date. 

3ÙÓÔÅÍ ÑÕÁÌÉÔÙ ÒÅÆÅÒÓ ÅȢÇȢ ÔÏ ÔÈÅ ÓÙÓÔÅÍȭÓ ÅÁÓÉÎÅÓÓ ÔÏ ÕÓÅȟ ÕÓÅÒ ÆÒÉÅÎÄÌÉÎÅÓÓȟ ÓÔÁÂÉÌÉÔÙȟ 

security and speed. High quality service should be e.g. prompt, responsive, fair, 

knowledgeable and available (Holsapple and Lee-Post, 2006).   

As a result, e.g. a high-quality system will be assumed to have more use, more user 

satisfaction, and positive net benefits. In other case, more use of a low quality 

system will be assumed to have more dissatisfaction and negative net benefits 

(DeLone and McLean, 2003). 
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Figure 7. Updated D&M IS Success Model (DeLone and McLean, 2003). 

3.2.3.4 The diffusion of innovations  

One of the challenges when developing innovations, in this case new 

FACTS4WORKERS solutions into production environments, is to get the new 

solution adopted in the workplace. (Rogers, 1983) has introduced the well-known 

theory of innovation diffusion to explain this challenge. Diffusion means the process 

when an innovation is communicated via particular channels among the members of 

a social community over time (Rogers, 1983). The social system in 

FACTS4WORKERS case would mainly mean the factory environment. Although 

(Rogers, 1983) mainly discusses on technological innovations and their adoptions, 

innovation diffusion as such is multi-disciplinary and studied and utilized in many 

contexts, e.g. in sociology and marketing, as well as in IS research. 

The rate of adoption is the relative speed with which an innovation is adopted by 

members of a social system. The main variables that affect the rate of adoption are 

the five perceived attributes of innovations (statistically, from 49 to 87 % of the 

variance in the rate of adoption is explained by these attributes): (1) relative 

advantage, (2) compatibility, (3) complexibility, (4) trialability, and (5) observability 

(Rogers, 1983).  

Relative advantage can be considered as degree to which an innovation or 

technology is perceived as better than the product is supersedes. The relative 

advantage of an innovation, as perceived by members of a social system, is positively 

related to its rate of adoption. It may be measured in economic terms, e.g. cost or 

financial payback, however, non-economic factors like convenience, satisfaction and 

social prestige may be equally important. The nature of the innovation and 

characteristics of potential adopters determine what specific type of relative 

advantage is important to adopters, i.e. which are the primary and secondary 

attributes of innovation. 

There are also three other determinants of innovation diffusion, which, as perceived 

by members of a social system, are also positively related to its rate of adoption. 
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Compatibility is the degree to which an innovation is perceived as consistent with 

the existing values, past experiences, and needs of potential adopters. Trialability is 

the degree to which an innovation may be experimented with on a limited basis. 

Observability is the degree to which the results of an innovation are visible to 

others. It is closely related to the connections of the social system: Some ideas are 

easily observed and communicated to other people, whereas other innovations are 

more difficult to observe, to try or to describe to others. 

The fifth determinant, complexity is the degree to which an innovation is perceived 

as relatively difficult to understand and use. As perceived by members of a social 

system, it is negatively related to the rate of adoption. It may not be as important as 

relative advantage or compatibility for many innovations, but for some new ideas 

complexity is a very important barrier to adoption (Tidd and Bessant, 2013; Rogers, 

1983). 

Although the theory of innovation diffusion is widely adapted in several disciplines, 

there is also some general criticism related to the theory (Tidd and Bessant, 2013; 

Peres et al., 2010; Macvaugh and Schiavone, 2010): 

 Seeing diffusion as linear, unidirectional communication activity, while in most 

cases diffusion is and interactive process of adaptation and adoption, 

 Viewing diffusion as a one-to-many communication system, although point-to-

point transfer is also important, 

 Preoccupying diffusion research as action-centred and issue-centred 

communication activity, although it is also a social process with interpersonal 

networks, 

 Using adoption as the dependent variable (the decision to use the innovation), 

while other studies have used attitudinal change as the dependent variable, 

 Suffering from a so-called pro-innovation bias, assuming that an innovation 

should be adopted by all members of society as rapidly as possible. 

According to (Tidd and Bessant, 2013), one of the under-researched areas in 

diffusion research is also the pre-diffusion phase, i.e. what happens before the well-

known S-curve of diffusion. Actually, the pre-diffusion phase can be relatively long 

period of time. Several conditions have to be met before actual diffusion: products 

have to be developed, produced, distributed and the necessary infrastructural 

arrangements have to be in place.  Similarly, as in the diffusion of products in the 

market and also in factory environment in adopting new technologies, it can be 

assumed to be essential to early recognize the different types of adopters, especially 

technologically advanced early adopters who are crucial change agents in early and 

even pre-diffusion stages affecting the latter stages of diffusion. 

The limits and inadequacies of diffusion theory may be overcome by considerations 

of complementing it with other theories and approached, or integrating them. 
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Similar types of terms and concepts exist in TAM, UTAUT, IS Success and innovation 

diffusion theories. 

3.2.4 HMI Assessment 

In user-centred design, the evaluation process and goals evolve together with the 

product development. Mock-ups and early functional prototypes can be used for 

validating the interaction and the user experience (the perceived ease of use and 

usefulness) at very early stage of development.   

Although this is something that models presented on previous paragraphs already 

consider, HMI evaluation should be considered, somehow, independently (or, at 

least, shown independently) in order to highlight the impact that an application can 

have on users (workers) and their activities.  Mock-ups and functional prototypes 

can be considered a communication tool. Because they are easy to improve, they can 

ȰÉÍÐÌÅÍÅÎÔȰ ÕÓÅÒ ÓÕÇÇÅÓÔÉÏÎÓ ÖÅÒÙ ÑÕÉÃËÌÙ ÃÏÎÔÒÉÂÕÔÅ Ôo improve workers 

involvement and motivation within the project development and deployment.  By 

separating these methods from the models, it would be possible to use them in 

different stages of the problem and also to use the results of the evaluation for 

different purposes (gathering requirements, refining design, assessment & worker 

acceptance, etc.). 

HMI evaluation can evaluate three main issues: 1) physical interaction (which 

restrictions should be considered?, how the user feels?, etc.); 2) content (is the 

presented information useful?, is the content consistent?, etc.); 3) the user attitude 

and understanding (Angeletou & Graschall, 2013).   

Several frameworks have been developed for the purposes of evaluate the HMI 

interfaces.   They can be classified in two kinds: Usability frameworks and User 

%ØÐÅÒÉÅÎÃÅ ÆÒÁÍÅ×ÏÒËÓȢ  4ÈÅ 5ÓÁÂÉÌÉÔÙ ÏÎÅÓ ÄÅÁÌ ×ÉÔÈ ÔÈÅ ÕÓÅÒȭÓ ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÔÈÅ 

interfaces considering its Efficiency, Satisfaction, Learnability, Memorability and 

Errors.  Expert evaluation (which does not include the user), Approaches based on 

tasks that can be performed on clickable mock-ups (Rettig, 1994), benchmarking 

with similar applications or questionnaires like SUS (Brooke at al., 1996) or UMUX 

(Finstad, 2010) are examples of these kind of framework some of which are 

introduced on next chapter.  

User Experience frameworks deal with the sensory and emotional state of a user.  

They are basically based in questionnaires like HED/UT (Voss et al., 2003) and they 

are briefly introduced in chapter Fehler! Verweisquelle konnte nicht gefunden 

werden. . 

As it happens with the evaluation of IS, all the proposed methods are based on 

external measurements, which are ÏÂÔÁÉÎÅÄ ÏÎ ɉÍÏÒÅ ÏÒ ÌÅÓÓɊ ÒÅÇÕÌÁÒ ȰÓÈÏÔÓȰ ×ÈÉÃÈ 
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are (to some extent) subjective (because they are not usually performed while 

ÅØÅÃÕÔÉÎÇ ÔÈÅ ÄÁÉÌÙ ÔÁÓËȟ ÂÕÔ ÏÎ ÁÎ ȰÅÖÁÌÕÁÔÉÏÎ ÅÖÅÎÔȰɊȢ  !Ó ×Å ÁÌÒÅÁÄÙ ÍÅÎÔÉÏÎÅÄȟ 

more objective measurements would be provided by logging information while the 

applications is being used (Hashemi & Herbert, 2015).  This real time measurements 

would include not only measurement to determine how the user is using the 

interface but also readings from sensors (accelerometer, gyroscope, physiological, 

etc.) defining the user (worker) digital Imprint (UDI).  While these measurements 

can be used, for example, to determine the stress level of the cognitive load of a user 

(Setz et al., 2010), before considering their use it must be taken into account that the 

process is a time consuming process (and it can affect the system performance) and 

they are many legal issues to be considered.  

3.2.4.1 Usability 

(Nielsen, 1993) defined Usability as composed of five attributes: Efficiency, 

Satisfaction, Learnability, Memorability and Errors.  He also identified utility as a 

global system attributes having great influence on its Usability.   

More recently, the International Organization for Standardization (ISO 9241-11) 

defined usability as the effectiveness, efficiency and satisfaction with which 

specified users achieve specified goals in particular  environments. This definition 

identifies three factors that should be considered when evaluating usability: user, 

goal and context of use. 

During product development, usability is measured to obtain a more complete 

ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÕÓÅÒÓȭ ÎÅÅÄÓ ÁÎÄ ÔÏ ÉÍÐÒÏÖÅ ÔÈÅ ÐÒÏÄÕÃÔ ÉÎ ÏÒÄÅÒ ÔÏ ÐÒÏÖÉÄÅ Á 

better user experience (Bevan, 2008). However, it is also important to establish 

criteria for usability goals at an early stage of design, and to use summative 

measures to evaluate whether those goals are being achieved during development. 

Summative measures are usually obtained from user performance and satisfaction; 

summative data can also be obtained from hedonic questionnaires or from expert 

evaluation. They can be used to establish a baseline, make comparisons among 

products or to assess whether usability requirements have been achieved or not.  

Measures need to be sufficiently valid and reliable to enable meaningful conclusions. 

One prerequisite is that the measures are taken from an adequate sample of typical 

users carrying out representative tasks in a realistic context of use. Any comparative 

figures should be accompanied by a statistical assessment of whether the results 

may have been obtained by chance.  

Formative measures are used to identify usability problems, to obtain a better 

understanding of user needs and to refine requirements. The main data from 

formative evaluation is qualitative. However, some measures of the product 

obtained by formative evaluation, either with users or by an expert, such as the 
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number of problems identified, may be useful, although they should be subject to 

statistical assessment if they are to be interpreted. 

While comparing Summative and Formative measures, former are more expensive 

because of the need of a large quantity of samples to conclude its findings through 

discrete statistical distribution. Formative measures, on the other side, have a lower 

overhead because the results can be obtained among three to five different 

experienced evaluators (Cheng, 2015). Table 2 summarizes the 

summative/formative main methods: 

Purpose Description  When in 
Design Cycle 

Typical 
Sample 

Size (per 
group)  

Considerations  

  
Early Formative Evaluations    
Exploratory High level test of 

users performing 
tasks 

Conceptual 
design 

5-8 Simulate early concepts, 
for example with very 
low fidelity paper 
prototypes.   

Diagnostic Give 
representative 
users real tasks to 
perform 

Iterative 
throughout the 
design cycle 

5-8 Early designs or 
computer simulations. 
Used to identify usability 
problems.   

Comparison Identify strengths 
and weaknesses 
of an existing 
design 

Early in design 5-8 Can be combined with 
benchmarking. 

  
Summative Usability Testing    
Benchmarking/
Competitive 

Real users and 
real tasks are 
tested with 
existing design 

Prior to design 8-30 To provide a basis for 
setting usability criteria. 
Can be combined with 
comparison with other 
eSystems.   

Final Real users and 
real tasks are 
tested with final 
design 

End of design 
cycle 

8-30 To validate the design 
by having usability 
objectives as acceptance 
criteria and should 
include any training and 
documentation.   

Table 2. Summative/formative methods . 

Without considering the stage of the project when the usability measurement 

methods are applied (nor their purpose), there are three types of methods for 

usability evaluation:  usability inspection, usability testing and usability inquiry 

(Rana, 2012).  

In usability inspection methods, groups of experts (Nielsen, 1994) create the 

evaluation. Table 3 summarizes the types of evaluation methods designed to be 
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performed by experts. These experts can use guidelines or they can work through 

task scenarios that represent what users would typically do with a system. Usability 

methods that do not use task scenarios are implemented via reviews or inspections, 

while task-based evaluations are implemented via walkthroughs. These methods 

have a reduce cost and they are able to discover a reduce number of errors 

(Hollingsed, 2007). 

Guidelines  Task Scenarios 

No  Yes 

None Expert Review Usability Walkthrough 

Pluralistic Walkthrough 

Cognitive Walkthrough 

General Guidelines Heuristic Inspection Heuristic Walkthrough 

Detailed Guidelines Guideline Inspection Guidelines Walkthrough 

Table 3. Types of Experts Evaluation Methods (Petrie, 2009).  

Testing methods evaluate the product (or IS) by testing it on users while they are 

using the system or prototyping models. A minimum of assistance is given by those 

running the evaluation, except when participants get completely stuck or need 

information not readily available to them.  Testing helps the evaluators to check how 

user interface helps users in their tasks. Testing methods include: Coaching Method, 

Performance Measurement, Questionɀasking Protocol, Retrospective Testing, 

Thinking Aloud Protocol, Co-discovery Learning, Teaching Method and Remote 

Testing. 

Finally, usability inquiry methods involve experts to get information about the user 

requirements for the system, by communicating with them or observing them while 

users are operating the system. Inquiry methods include: Field Observation, 

Interviews/Focus groups, Proactive Field Study, Logging Actual Use and Surveys.  

Some of these methods were already used in WP1 (see FACTS4WORKERS 

deliverable D1.1). Table 4 shows a brief comparison between Inspection and Test: 

 

  Inspection Methods  Test Methods  

  Heuristic 
Evaluation  

Cognitive 
Walkthrough  

Action 
Analysis  

Think 
Aloud  

Field 
Observation  

QNR 

Applicable Phase All All All Design Final Testing All 

Required  Time  Low Medium Low High Medium Low 

Needed Users None None None 3+ 20+ 30+ 
Required Evaluators  3+ 3+ 1-2 1 1+ 1 
Required Equipment  Medium High High Medium High Low 
Intrusive  No No No Yes Yes No 

Table 4.  Comparison of Inspection and Test Usability Methods ( adapted  from  Holzinger , 2005)  
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A special group of methods are the SUS, UMUX, UMUX-LITE.  They are usually used 

after the respondent has had an opportunity to use the system that is being 

evaluated, but before any debriefing or discussion takes place. Respondents should 

be asked to record their immediate response to each item, rather than thinking 

about items for a long time. 

 SUS - the System Usability Scale is a simple, ten-item scale giving a global 

view of subjective assessments of usability (Brooke, 1995). SUS is a 5-point 

Likert scale.   Selected statements cover a variety of aspects of system 

usability, such as the need for support, training, and complexity, and thus 

have a high level of face validity for measuring usability of a system. All 

items should be checked. If a respondent feels that they cannot respond to 

a particular item, they should mark the centre point of the scale.   

 (Borsci, 2015) signalled that, when survey is administered to the users 

after a short period of product use, it is safer to consider the SUS a 

unidimensional scale survey, so he recommends again partitioning it into 

Usable and Learnable components in that context. Moreover, practitioners 

should anticipate that satisfaction scores of newer users will be 

significantly lower than the scores of more experienced people.  When the 

SUS is administered to more experienced users, the scale appears to have 

bidimensional properties, making it suitable to compute both an overall 

SUS score and its Learnable and Usable components. The overall level of 

satisfaction will be higher than among less experienced users. 

 UMUX - Usability Metric for User Experience (Findstad, 2010) is a ten-item 

questionnaire that was designed to produce scores similar to SUS.  UMUX 

ÈÁÓ Á ÇÅÎÅÒÁÌ ÑÕÅÓÔÉÏÎ ɉȰ4ÈÉÓ ÓÙÓÔÅÍ ÉÓ ÅÁÓÙ ÔÏ ÕÓÅȱɊ ÁÎÄ ÔÈÒÅÅ ÍÏÒÅ 

questions from SUS associated with efficiency, effectiveness and 

satisfaction, which are evaluated in by a 7-point Likert scale. 

 UMUXɀLITE (Lewis, 2013) is a short version of UMUX which applies a two 

items questionnaire which proceed from UMUX and it also has a 7-point 

Likert scale. 

 

The conclusions of the comparison performed by (Borcis, 2015) signalled that 

UMUX and UMUX-LITE show similar behaviours because of their correlation with 

SUS.  When UMUX-LITE is applied with its adjustment formula, it provides results 

that are closer in magnitude to the SUS than the UMUX, making it the more desirable 

proxy. Even thought, the UMUX and UMUX-LITE are both reliable and valid proxies 

of the SUS but the authors recommended to use them in addition to the SUS rather 

than instead of the SUS.  In particular they recommended avoid using only the UMUX 

for their analysis of user satisfaction because it seemed too optimistic. In the 

formative phase of design or in agile development, the UMUX-LITE could be adopted 

ÁÓ Á ÐÒÅÌÉÍÉÎÁÒÙ ÁÎÄ ÑÕÉÃË ÔÏÏÌ ÔÏ ÔÅÓÔ ÕÓÅÒÓȭ ÒÅÁÃÔÉÏÎÓ ÔÏ Á ÐÒÏÔÏÔÙÐÅȢ 4ÈÅÎȟ ÉÎ 
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advanced design phases or in summative evaluation phases, we recommend using a 

combination of the SUS and UMUX-LITE (or UMUX) to assess user satisfaction with 

usability  

3.2.4.2 User Experience 

User Quality of Experience (QoE) is a subjective and difficult to measure concept. 

One important aspect of QoE, User Experience (UX), corresponds to the sensory and 

emotional state of a user. For a user interacting through a User Interface (UI), 

precise information on how the UI is used, can contribute to a better understanding 

the UX, and thereby understanding the QoE (Hashemi & Herbert, 2015). 

58 ÉÓ ÄÅÆÉÎÅÄ ÁÓ Á ÐÅÒÓÏÎȭÓ ÐÅÒÃÅÐÔÉÏÎÓ ÁÎÄ ÒÅÓÐÏÎÓÅÓ ÔÈÁÔ ÒÅÓÕÌÔ ÆÒÏÍ ÔÈÅ ÕÓÅ 

and/or anticipated use of a product, system or service (ISO 9241-110:2010) (9241-

210:2010, 2010). When defining the interaction with an IT system, UX states to take 

into account these three parameters: Process (what the user does), Outcomes (what 

the user achieves), and Affect (what the users feels). In additionȟ ÉÔȭÓ ÒÅÃÏÇÎÉÚÅÄ ÔÈÁÔ 

UX goes beyond usability in areas such as (Petrie, 2009): 

 Holisticȡ ÕÓÁÂÉÌÉÔÙ ÆÏÃÕÓÅÓ ÏÎ ÐÅÒÆÏÒÍÁÎÃÅ ÏÆ ÁÎÄ ÓÁÔÉÓÆÁÃÔÉÏÎ ×ÉÔÈ ÕÓÅÒÓȭ ÔÁÓËÓ 

and their achievement in defined contexts of use; UX takes a more holistic view, 

aiming for a balance between task-oriented aspects and other non-task oriented 

aspects (often called hedonic aspects) of system use and possession, such as 

beauty, challenge, stimulation and self-expression. 

 Subjective: usability has emphasised objective measures of its components; UX is 

ÍÏÒÅ ÃÏÎÃÅÒÎÅÄ ×ÉÔÈ ÕÓÅÒÓȭ ÓÕÂÊÅÃÔÉÖÅ ÒÅÁÃÔÉÏÎÓ ÔÏ ÓÙÓÔÅÍÓȟ ÔÈÅÉÒ ÐÅÒceptions of 

the systems themselves and their interaction with them. 

 Positive: usability has often focused on the removal of barriers or problems in 

systems as the methodology for improving them; UX is more concerned with the 

positive aspects of system use, how to maximize them, whether those positive 

aspects being joy, happiness, or engagement. 

 

There are several methods for UX evaluation and measurement. Questionnaires, 

interviews, and surveys are used in HCI studies (Vermeeren et al., 2010). A complete 

list of methods classified using different criteria (availability, information source, 

location, product development phase, period of experience, type of data collected, 

applications/designs, time requirements, etc.) is presented by (Vermeeren et al., 

2010).  Some representative methods are: AttrakDiff, Differential Emotions Scale 

(DES),  Experience Sample Method (ESM), Hedonic Utility Questionaire (HED/UT), 

Long Term Diary Study, PANAS, Premo or Timed ESM. 
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3.3 Technological Approaches  

Chapter 3.2 introduces the rationale for being able to measure the worker 

satisfaction and the impact that an IS implementation, in our case a solution related 

to the Industry 4.0 trends, can have on the worker.  They are based on the execution 

of surveys, interviews or the observation of the worker during the different phases 

of the project development. These methods require users to fill up questionnaires, 

attend to interview sessions, etc. Complicated, difficult, and confusing questions in 

an interview or a questionnaire can make it unpleasant for users. It is also not a 

ÇÏÏÄ ÕÓÅÒȭÓ ÉÎÔÅÒÎÁÌ ÓÔÁÔÅ ÉÎÄÉÃÁÔÏÒ ÁÓ ÄÅÔÅÒÍÉÎÉÎÇ ÅÍÏÔÉÏÎÓ ÁÎÄ ÍÏÏÄÓ ÁÒÅ ÄÉÆÆÉÃÕÌÔȢ 

While they are well-tested methods, with a solid background, they are the only ones 

that can be used during the initial stages of the development of an IS project 

(Steinhueser et al., 2015). They are not easily applicable in practice (Richter et al., 

2013) and several authors propose alternatives to measure the success based on the 

analysis of usage logs, data structure, etc., not replacing but complementing the 

aforementioned (3.2) tools and methods. 

Industry 4.0 is a collective term for technologies and concepts of value chain 

organization (Hermann et al., 2015).  Concepts such as CPSs, workflow engines, 

HCI/HMI, cloud, ERP, etc. are integrated under this umbrella.  Despite of this 

multisystem integration under an Industry 4.0 solution, these solutions are usually 

seen (by the users) as just one system and, this wayȟ ÉÔȭÓ ÎÏÔ ÅÁÓÙ ÔÏ ÄÅÔÅÒÍÉÎÅ ÔÈÅ 

influence of each subsystem in a global evaluation. Thus, it becomes difficult to 

determine which actions should be considered in order to improve the system 

acceptance, usability or performance.   

According to the FACTS4WORKERS proposal, and based on conclusions of issued (or 

about to be issued) deliverables D1.1, D1.2, D2.1 and D5.1, FACTS4WORKERS 

proposal for workers at shop floors could include these types of ICT solutions: 

 Knowledge Management Systems (KMS): Knowledge can be divided into two 

types, tacit and explicit.  Explicit knowledge is the knowledge that can be 

easily captured, codified, and shared through manuals, documents and 

standard operation procedures. As for tacit knowledge, it is the skill, 

ÅØÐÅÒÉÅÎÃÅ ÁÎÄ ȬËÎÏ×-ÈÏ×ȭ ÔÈÁÔ ÉÓ ÅÍÂÅÄÄÅÄ ÉÎ Á ÐÅÒÓÏÎ ÁÎÄ ÃÁÎÎÏÔ Âe 

easily expressed and shared (Wong, 2013). Within the shop floor 

environment tacit knowledge represents the knowledge which is provided 

ÔÏ ÔÈÅ ×ÏÒËÅÒ ÂÙ ÔÈÅ %20ȟ -%3 ÁÎÄ ÏÔÈÅÒ ÓÙÓÔÅÍÓ ÐÒÏÖÉÄÉÎÇ ȰÆÏÒÍÁÌȱ and 

structured information.  These systems (ERP, MES, etc.) are not KMS, but can 

feed them when a proper information management is designed. On the other 

hand, explicit knowledge can be gathered using social networks like, chat 

and audio/video conferencing or wiki system which are used by workers to 

easily sharing of information.  The deployment of these Web 2.0 solutions in 

the shop-floor environment could be considered an innovative solution 
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within the manufacturing sector but it has already probed an effective one in 

other fields such as ICT or for solving domestic problems. 

 Ȱ4ÅÁÍ 3ÕÐÐÏÒÔÉÎÇ 4ÏÏÌÓȱȡ  7e consider under this category all the tools 

which are used to support communication, collaboration and, in general, 

connections among workers within a team scope.  These tools include social 

networks but also more formal relations, for example the shift logbook or the 

documentation used during briefing meetings.  It can seem that the 

consideration of Web 2.0 tools overlap with their consideration on the 

previous category.   While they are included in the KMS because in some 

context they can are used to gather informal knowledge, here they are 

considering as worker relation enablers and we perform a review of the 

existing literature looking for measurements used for it.  Even though, some 

of the proposed measurements will be shared both with the KMS but also 

with other systems categories. 

 Data Management: We use this name for referring all the building blocks 

(BB) related with data management, from BBs gathering data from machines 

or existing management systems (i.e. ERP) to BB using this data to provide 

information and/or synthetic knowledge to the workers. 

 Semantic Workflow Engine, which is the frontend between the user 

interfaces and the back-office of the project. 

 HMI systems are the front end of FACTS4WORKERS solutions.  Although the 

perception of the workers about them is highly dependent on the quality of 

the systems previously introduced, the quality of the interfaces is a big 

determinant of the perceived solution quality and, in consequence, of its 

success.  

 

The type of data that FACTS4WORKERS solutions can provide, can be used for the 

framework evaluation goals and can be classified in the following groups: 

Information Quality; Service Quality (not expected to be used in the context of the 

project); System Quality. 

Those groups are absolutely aligned with dimensions from classical approaches 

(DeLone and McLean, 2003), besides than having also a solid background for 

evaluating both organizational and individual impact (Gable et al., 2008). 

Thus, this ȬÔÅÃÈÎÏÌÏÇÉÃÁÌ ÁÐÐÒÏÁÃÈȭ ÉÓ intended to be a valuable part for the 

framework, since it will let us to: 

 Complement and benchmark the data obtained from classical approaches (the 

pillar of the framework) via new information inputs, but feeding the same 

dimensions for the evaluation. 
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 Launch a new and innovative approach for evaluation purposes, not just with a 

set of measurements (data), but within a process developed with a solid 

background, as the WP6 evaluation framework is. 

 Establish the basis for an automated data collection methodology for evaluation 

purposes (empowered workers in Industry 4.0 environment). 

In chapters 3.3.1 and 3.3.2, the different types of measures (in terms of information 

sources) that we get in this approach are presented. In addition, in 3.3.3 we show a 

Use Case based approach to describe chances to get more specific data from the 

possible ICT systems thought for each Use Case. 

3.3.1 Measurements from ICT systems 

In this chapter we detail some of the possible measurements (in terms of 

information sources and/or data) that the expected ICT solutions for 

FACTS4WORKERS can help us to get the information required in the Evaluation 

Framework. 

3.3.1.1 Knowledge Management System Metrics 

Knowledge Management (KM) provides procedures and technology to help 

knowledge flow to the right people and at the right time, so they can act more 

efficiently and effectively.  Knowledge Management is the art of transforming 

information and intellectual assets into enduring information and intellectual assets 

ÉÎÔÏ ÅÎÄÕÒÉÎÇ ÖÁÌÕÅ ÆÏÒ ÏÒÇÁÎÉÚÁÔÉÏÎȭÓ ÃÌÉÅÎÔÓ ÁÎÄ ×ÏÒËÅÒÓȢ  4ÈÅ ÐÕÒÐÏÓÅ ÏÆ 

Knowledge Management Systems (KMS) is to foster the reuse of intellectual capital, 

to enable better decision making and to create conditions for innovation. 

Several metrics have been developed to measure the performance of KMS and, in 

particular, when the measurements are done using the support of IS.  For example, a 

very practical perspective is presented by (Knoco, 2014; Haghi, 2004) while realized 

an exhaustive review from the academia perspective (Wong, 2013).  According to 

them, knowledge metrics can be classified in three categories: 

 Knowledge Resources:  They are intangible assets of an organization like human 

capital, knowledge and information capital and intellectual property being the 

two first within the scope of FACTS4WORKERS project and, thus, proper for this 

document. 
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 Human Capital refers, within our scope, to employees as the holders of most of 

the tacit knowledge, ideas, skills and abilities that add value to the company.  

Knowledge and information capital refers to the quantity and quality of 

knowledge that a company owns. Usually, this knowledge is stored in a 

ÃÏÍÐÁÎÙȭÓ ÄÁÔÁ ÒÅÐÏÓÉÔÏÒÙ ÓÙÓÔÅÍ ɉÉȢÅȢ ÄÁÔÁÂÁÓÅɊ ÉÎ ÖÁÒÉÏÕÓ ÆÏÒÍÓ ÓÕÃÈ ÁÓ ÔÅØÔȟ 

images, audios and videos. 

 KM Processes: Several processes have been identified for performing Knowledge 

management: Knowledge acquisition; Knowledge internalization; Knowledge 

creation; Knowledge application and utilization; Knowledge codification and 

storing; Transferring and sharing of knowledge.   

 Factors that affect KM: These factors support and drive KM activities such as 

culture, management, leadership, organizational infrastructure and technology. 

 

From FACTS4WORKERS perspective, the most relevant metrics in this scope are 

the ones related to the KM Processes, since our solutions are supposed to 

support them. Table 5, adapted from (Wong, 2013), presents relevant metrics 

for the purpose of our project: 
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Category Metric  

Acquisition and 
Retrieval  

Repeat usage of the repository items  
Employees search information for tasks from various knowledge sources administered 
by the organization 
Number of site accesses 
Number of downloads 
How often users are accessing the knowledge resources 
Internal training and the exchanges frequency 
Number of meetings for idea generation attended per employee per month 
Working hours per employee spent for inputting knowledge into KMS per month 
Number of new knowledge, ideas, and solutions created per employee per month 
Number of documents and articles accessed or downloaded per employee per month 
Number of documents and articles uploaded or updated per employee per month 
Development time for new products 
(Ï× ÍÁÎÙ ȬÔÉÍÅÓȭ ÅÁÃÈ ÅÍÐÌÏÙÅÅ ÂÒÉÎÇÓ ÕÐ Á ÐÒÏÐÏÓÁÌ 
Number of meetings for idea generation attended per employee per month 
Number of new knowledge, ideas, and solutions created per employee per month 
Number of new products, inventions, and services generated per year 

Creation and 
Generation  

How often users are using the knowledge resources and practices 
The use of new knowledge and the ability to transform 
Number of new products, inventions, and services generated per year 
Number of problems solved and ideas implemented per employee per month 

Application and 
Utilization  

Amount of codification of available knowledge assets 
Amount of the organizational memory (OM) codified and included in the computerized 
portion of the OM.  
How often users are contributing to the knowledge resources 
Working hours per employee spent for inputting knowledge into KMS per month 
Number of documents and articles accessed or downloaded per employee per month 
Number of documents and articles uploaded or updated per employee per month 

Codification and 
Storing  

Amount of codification of available knowledge assets 
Amount of the organizational memory (OM) codified and included in the computerized 
portion of the OM.  
How often users are contributing to the knowledge resources 
Working hours per employee spent for inputting knowledge into KMS per month 
Number of documents and articles accessed or downloaded per employee per month 
Number of documents and articles uploaded or updated per employee per month 

Transferring and 
Sharing 

Number of team rooms and participants in each  
Level of interactions, discussions and collaborations among employees on important 
identified subjects 
Communication capability  
Employees share information and knowledge necessary for the tasks 
Employees improve task efficiency by sharing information and knowledge 
Employees promote sharing of information and knowledge with other teams 
Number of hours the employees participate in workshops/seminars/networks or other 
activities, per month 
Number of knowledge shared per measurement interval 
Number of users participating in knowledge sharing activities 
Level of information communication among the staff 
Level of inter-departmental information communication 
Level of information communication with customers 
Number of knowledge sharing sessions attended per employee per month 
Number of active communities of practice, research groups, and special interest groups 
Number of communications per employee per month 

Ȱ4ÒÁÎÓÖÅÒÓÁÌȱ 
Metrics  

Number of knowledge workers 
Number of frequent KMS users 
Number of knowledge assets generated per year 

Table 5. Metrics for measuring the performance of KM processes.  Adapted from  (Wong, 2013).  
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3.3.1.2 Team Supporting Tools 

Team Supporting Tools are all those tools which are used to support the 

communication, collaboration and in general relations between workers within a 

team scope but also other relationships.  These tools include social networks but 

also more formal relations, for example the shift log book or the documentation 

used during briefing meetings.   

It can seem that the consideration of Web 2.0 tools overlap with their consideration 

on the previous category.   While they are included in the KMS because in some 

context they can are used to gather informal knowledge, here they are considering 

as worker relation enablers and we perform a review of the existing literature 

looking for measurements used for it.  Even though, some of the proposed 

measurements will be shared both with the KMS but also with other systems 

categories. 

(Behrend, 2014) performed a complete review on existing studies on social 

networks analysis. The review aimed to identify  and categorize the scope of 

analytical measures and corresponding data sources to develop a framework with 

the data dimensions which can be applied for Enterprise Social Networks.  They 

identified four  dimensions, three of which can be obtained directly from the system: 

a) Activities (usage data): the functions the user executed while interacting 

with the system, which create usage data that can be obtained from the 

logging information or from exporting the data from the underlying 

databases.  Example of measurements can be: number of new enters (posts, 

group subscriptions, etc.), number of views, etc. 

b) Content (user-generated data):  applies sentiment analysis, text mining or 

genre analysis methods to user-ÇÅÎÅÒÁÔÅÄ ÄÁÔÁ ÆÏÒ ÔÒÙÉÎÇ ÔÏ ÄÅÔÅÒÍÉÎÅ Ȱ7ÈÏ 

ÓÁÙÓ ×ÈÁÔȟ ÔÏ ×ÈÏÍȟ ×ÈÙȟ ÔÏ ×ÈÁÔ ÅØÔÅÎÔ ÁÎÄ ×ÉÔÈ ×ÈÁÔ ÅÆÆÅÃÔȩȱ   /ÎÅ ÆÏÕÎÄ 

of the authors was that microblogging in the enterprise context differed 

greatly from that in the private context.  

c) Relations (structural data): this dimension studies the relations created 

when users interact with each other in an ESN.  These relations can be create 

automatically from the information recorded in the underlying data bases 

and can be used to perform Social Network Analysis. 

The fourth dimension -ȰExperiencesȱ-, measures the UX and the attitude of the user 

when using a platform which is measured by interviews and questionnaires (3.2). 

3.3.1.3 Data Management. 

Data Management refers to all the building blocks (BB) related with data 

management, from BBs gathering data from machines or existing management 

systems (i.e. ERP) to BB using this data to provide information and/or synthetic 
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knowledge to the workers.  ThÅÓÅ ""Ó ÉÎÃÌÕÄÅ ÂÏÔÈ ȰÔÒÁÄÉÔÉÏÎÁÌȱ ÍÁÎÁÇÅÍÅÎÔ 

systems (such as relational databases) and new technologies supporting big data 

management.   

While it is also important to consider some of the measurements we introduced 

before, for these building blocks the most important measurements are related with 

the quality of the raw data and the information or the knowledge that these BBs 

provide to the workers.   

As it happens with other aspects related with the evaluation of a system, data quality 

assessment is a multidimensional concept dealing both with subjective perceptions 

of the individual involved with the data, and the objective measurements based on 

the data sets in question (Pipinno, 2002).   Subjective perceptions can be evaluated 

using questionnaires as the one proposed in chapter 0. Here we introduce some 

measures related with the objective evaluation of data quality.   

There are many papers trying to identify which are the main dimensions of Data 

Quality (DQ). For example, in  (Strong, 1997) (Pipino, 2002) or (Sidi, 2012) more 

than thirty concepts related with DQ such as Accuracy, Objectivity/ Objectively, 

Believability, Reputation, Accessibility, Access security/Security, Relevancy, Value-

Added, Timeliness, Completeness, Amount of data, Interpretability, Ease of 

understanding/Understandability, Concise, Representation, Consistent 

representation, etc., are identified.   

(Scannapieco, 2005) and (Batini, 2009) recognized that there are many 

discrepancies in the definition of these dimensions because of the contextual nature 

of DQ.  Reviewing the more significant studies of the existing literature, the author 

identified the basic set of data that compose ÔÈÅ ȬÑÕÁÌÉÔÙȭ ÄÉÍÅÎÓÉÏÎ:   

 Accuracy: It is defined as a measure of the proximity of a value, v, to some other 

ÖÁÌÕÅȟ Öȭȟ ÔÈÁÔ ÉÓ ÃÏÎÓÉÄÅÒÅÄ ÃÏÒÒÅÃÔȢ  4×Ï ÔÙÐÅ ÏÆ ÁÃÃÕÒÁÃÙ ÃÁÎ ÂÅ ÄÉÓÔÉÎÇÕÉÓÈÅÄȟ 

syntactic and semantic. The first ɀSyntactic- is measured by means of 

comparison functions that evaluate the distance between v and v' (i.e. because it 

is not correctly written Jhon and John), while the second captures the cases in 

which v is a syntactically correct value, but it is dÉÆÆÅÒÅÎÔ ÆÒÏÍ Öȭȟ ÔÈÁÔ ÉÓ ×hat is 

the closeness of a value, v, to the elements of the corresponding definition 

domain, D (i.e. Jane and John are names).    

 Completeness: It is the extent to which data are sufficient breadth, depth and 

scope for the tasks at hand.  In the research area of relational databases, 

completeness is often related to the meaning of null values. A null value has the 

general meaning of missing value, a value that exists in the real world but is not 

available in a data collection. In order to characterize completeness, it is 

important to understand why the value is missing. 



 Technological Approaches  

 42 

3.3 

 Consistency: This dimension captures the violation of semantic rules defined 

over data items. With reference to the relational theory, integrity constraints are 

an instantiation of such semantic rules. Integrity constraints are properties that 

must be satisfied by all instances of a database schema. There are two main 

categories of integrity constraints, namely: intra-relation constraints and inter-

relation constraints. Intra-relation integrity  constraints can regard single 

attributes (also called domain constraints) or multiple attribute of a relation.  

Inter -relation integrity constraints involve attributes from different relations.  

 Time-related dimensions: these dimensions consider an important aspect of data, 

their update over time. The main time-related dimensions are currency, 

volatility and timeliness.  They are defined as: 

 

- Currency is the degree to which a datum is up-to-date. A datum value 

is up to- date if it is correct in spite of possible discrepancies caused 

by timer-lated changes to the correct value.  Currency is typically 

measured with respect to last update metadata, i.e., the last time in 

which the specific data have been updated. For data types that 

change with a fixed frequency, last update metadata allow to 

compute currency straightforwardly. For data types whose change 

frequency can vary, one possibility is to calculate an average change 

frequency and perform the currency computation with respect to it, 

admitting error rates. 

- Volatility describes the time period for which information is valid in 

the real world.  Volatility measures the frequency according to which 

data vary in time.  Volatility is a dimension that inherently 

characterizes types of data. Therefore, there is no need of 

introducing specific metrics for it. 

- Timeliness is the extent to which the age of data is appropriate for 

the task at hand.  It tries to measure the delay between a change of a 

real world data and the resulting modification of the information 

system state.   Timeliness measurement implies that not only data 

are current, but are also in time for a specific usage. Therefore, a 

possible measurement consists of (i) a currency measurement and 

(ii) a check if data are available before the planned usage time. 

Table 6. Data Quality Metrics.  Adapted from (Scannapiedo, 2005),  (Batini 2009), (DAMA, 2013).  

Table 6 describes some metrics that can be applied to the aforementioned DQ 

dimensions. 

 

 

 



Framework Rationale   

 

3 

43 43 

Dimension  Metrics Definitions  

Accuracy Syntatic Accuracy= Number of correct values/number of total 
values 

  Number of delivered accurate tuples 

  Number of duplicated values 

Completeness Number of not null values/Total Number of values 

  Number of tuples delivered/Expected Number 

Currency  Time data are stored in the system ɀ time in which data are updated  
in the real world 

  Time last update 

  Request time ɀ last update 

  Age  + (Delivery Time ɀ Input date) 

Timeliness  Max (0; 1-Currency/Volatility)  

  Percentage of process executions able to be performed within the 
required time frame 

Consistency Number of consistent values/Total number of values. 

  Number of tuples violating constraints/ number of coding 
differences 

  
Number of things in real world/Number of records describing 
different things 

Table 6. Data Quality Metrics.  Adapted from (Scannapiedo, 2005),  (Batini 2009), (DAMA, 2013).  

 

0ÒÅÖÉÏÕÓ ÉÎÔÒÏÄÕÃÅÄ ÄÉÍÅÎÓÉÏÎÓ ÁÎÄ ÍÅÔÒÉÃÓ ÁÒÅ ÄÅÆÉÎÅÄ ÆÏÒ ȰÔÒÁÄÉÔÉÏÎÁÌ ÄÁÔÁ 

ÍÁÎÁÇÅÍÅÎÔ ÓÙÓÔÅÍÓȱ ×ÈÉÃÈȟ ×ÉÔÈÉÎ ÁÎ ÉÎÄÕÓÔÒÉÁÌ ÓÈÏÐ floor, we can consider a sub 

set of the Big Data management systems.   

Big Data has emerged in the last decade as a new concept.  Although there is not a 

clear definition of the term, it is considered as structured and unstructured datasets 

with massive data volumes that cannot be easily captured, stored, manipulated, 

analysed, managed and presented by traditional hardware, software and database 

technologies (Li, 2016).   

(Liu, 2016) describes Big $ÁÔÁ ÁÓ ÔÈÅ Ȱτ6ȱ ÍÏÄÅÌȡ  ÖÏÌÕÍÅȟ ÖÁÒÉÅÔÙȟ ÖÅÌÏÃÉÔÙ ÁÎÄ 

veracity, which ÃÁÎ ÂÅ ÅØÔÅÎÄÅÄ ×ÉÔÈ ÏÔÈÅÒ Ȱ6Óȱ ÓÕÃÈ ÁÓ ÖÁÌÕÅȟ ÖÁÒÉÁÂÉÌÉÔÙȟ ÖÉÓÉÂÉÌÉÔÙ 

or visualization.  Based on this description the author identifies the problems of big 

data: inauthentic data collection, information incompleteness, unrepresentativeness, 

inconsistency and unreliability, as well as ethical issues. Evaluating reported 
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problems within the shop-floor inauthentic, unrepresentativeness can be discarded 

an, as (Li, 2016) stated for geospatial data the known methods and theories of 

quality assessment are still applicable. 

3.3.1.4 Semantic Workflow Engine Metrics 

In the past, Workflow Engines (WE) were identified as the computing models that 

enable a standard method of building Web-services applications and processes to 

connect and exchange information over the Web (Cardoso, 2004).   They contribute 

to create new and innovative ISs, helping companies to be more competitive, 

efficient, flexible, and to integrate the value chain at different levels, including the IS 

level.  Workflow Engine functionalities manage and streamline business processes. A 

person explicitly  determines the flow and which are the services to be consumed 

(approaches iÎÃÌÕÄÉÎÇ ȰÉÎÔÅÌÌÉÇÅÎÃÅ ÆÅÁÔÕÒÅÓȱ are under development).  Based on the 

semantic description of the services (the automatic accounting of values about some 

of their attributes) Semantic Workflow Engines, like the one developed in WP4, are 

able to determine in real time which services to consume, and even to determine 

which is the flow to be executed based on the description of the desired objectives. 

Because of its central role in IS scenarios where a Workflow Engine is present, 

determining the quality of a workflow became an issue of research. Quality of 

Services (QoS) is a measure of the goodness of networking systems, real-time 

applications and middleware, and it was proposed by (Cardoso, 2004) as a way to 

determine the quality of a given Workflow  (Management System).  The author 

defined the QoS of a workflow representing the quantitative and qualitative 

characteristics of a workflow application necessary to achieve a set of initial 

requirements. Workflow QoS addresses the non-functional issues of workflows 

rather than workflow process operations. Quantitative characteristics can be 

evaluated in terms of concrete measures such as workflow execution time, cost, etc. 

Qualitative characteristics specify the expected services offered by the system, such 

as security and fault-tolerance mechanisms. 

Based on the aforementioned research, the WE QoS dimensions usually considered 

are: time, cost, reliability and fidelity.  From our point of view, as we are interested 

in assessment of the worker (user) satisfaction with the system, cost should not be 

considered as a dimension to be measured. Thus, the following kind of metrics could 

be useful for FACST4WORKERS evaluation purposes: 

 Time to execute a workflow: The time needed by an instance to transform a set of 

inputs into outputs. Table 7. WE time dimension metrics describes some metrics 

that could be considered. 
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 Reliability (R):  It corresponds to the likelihood that the components will perform 

for its users on demand; it is function of the failure-rate.  (Cardoso, 2004) 

proposes two ways to determine this value.  One follows a time-discrete 

modelling approach and it is defined as: R(t) = 1 ɀ failure rate. Alternative 

approaches follow the continuous-time reliability models, and can be used when 

the failures of the malfunctioning equipment or software can be expressed in 

terms of times between failures, or in terms of the number of failures that 

occurred in a given time interval. Such reliability models are more suitable when 

workflows include tasks for equipment controlling, or for machines that have 

failure specifications determined by the manufacturer. 

 Fidelity (F): It is a function of effective design; it refers to an intrinsic 

property(ies) or characteristic(s) of a goods produced or services rendered. 

Fidelity reflects how well a product is being rendered.  Workflow tasks have a 

fidelity (F) vector dimension composed of a set of fidelity attributes (F(t).ar), 

that reflect and quantify task operations. Each fidelity attribute refers to a 

property or characteristic of the product being created, transformed, or 

analysed. Fidelity attributes are used by the workflow system to compute how 

well workflows, instances, and tasks are meeting user specifications. Depending 

on the task type, a task uses different strategies to set fidelity attributes. Three 

scenarios can be drawn: automatic tasks controlling hardware (automatic 

evaluation), automatic tasks controlling software (automatic evaluation), and 

human tasks (manual evaluation). 

 

Metric  Comments 

Workflow Response Time:  The total 
amount of time that a workflow instance 
spends within a workflow process before it 
finishes. 

It can be easily measure by logging the workflow start 
and finish time. 

Workflow Delay Time (DT): Is the total 
amount of time that a workflow instance 
spends in a workflow, while not being 
processed by a task (aka waiting time). 

It is a measurement that requires a very accurate logging 
of information by the WE, because it requires to store 
both the external invocation time and the real execution 
start time. 

Minimum Workflow Response Time (minT) 
is the time required for a workflow instance 
to be processed, not accounting for any task 
delay time. 

  

Workflow Response Time Efficiency (E): 
The ratio of the minimum workflow 
response time and the workflow response 
time. 

  

Table 7. WE time dimension metrics  

An important issue of modern workflows is their recursive nature: their tasks can 

ÁÌÓÏ ÂÅ ÃÏÎÓÉÄÅÒÅÄ ×ÏÒËÆÌÏ×ÓȢ  4ÈÁÔȭÓ ×ÈÙ ÉÔ ÉÓ ÓÕÇÇÅÓÔÅÄ ɉ#ÁÒÄÏÓÏȟ ςππτɊ ÔÈÁÔȟ 

ideally, the proposed dimensions and metrics could be obtained in a more detailed 
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level and then (by applying different aggregation criteria) they can be used for 

evaluating the workflow metrics. 

3.3.2 HMI Measurements 

In chapter 3.2.4 ×Å ÉÎÔÒÏÄÕÃÅÄ ȰÃÌÁÓÓÉÃÁÌȱ ÍÅÔÈÏÄÓ ÆÏÒ ÅÖÁÌÕÁÔÉÎÇ ÔÈÅ (-) 

techniques provided by an application.  Most of these methods were created for 

evaluating traditional WIMP (Windows, Icons, Menus, Pointer) interfaces, and they 

can be applied more easily on lab environments than on real scenarios.  These 

methods can be also applied for mobile applications, characterised by: 

 Mobile context: Users are not tied to a single location; they interact with nearby 

people, objects and environmental elements. 

 Connectivity:  It can be slow and unreliable, impacting in the performance of 

applications using these features. 

 Small Screen Size: It limits the information that can be displayed. 

 Different Display Resolution, which may lead to different UX. 

 Limited Processing Capability and Power. 

 Data entry methods. 

 
)Î ÏÔÈÅÒ ×ÏÒÄÓȟ ÁÌÔÈÏÕÇÈ ȰÃÌÁÓÓÉÃÁÌȱ ÍÅÔÈÏÄÓ ÃÁÎ ÂÅ ÕÓÅÄ ÆÏÒ analysing mobile 

application usability, and they provide good qualitative data, they are often 

expensive and time consuming.  Moreover, they do not consider mobility and, in 

consequence, the result could not be completely correct (Lettner, 2012).  This is 

even more important when we consider the evaluation of solutions for industrial 

environments, where -in many cases-, because of safety reasons, entering some 

areas is restricted.  Another challenge is to flexibly manage variability for testing on 

different devices. It is also desirable that the implementation of usability testing is 

not intrusive (Enriquez, 2014). 

(Lettner, 2012; Holzinger, 2005; Waterson, 2002) are some examples of authors 

proposing the use of data logging for usability evaluation.  This approach involves 

statistics about the detailed use of a system. Data logging can provide extensive 

timing data, which is generally important in HCI and usability.  Normally, logging is 

used to collect information about the use of a system after its release, but it can also 

be used as a supplementary method of collecting more detailed data during user 

testing. Typically, an interface log will contain statistics about the frequency with 

which each user has used each feature in the system, and the frequency with which 

various events of interest (such as error messages) have occurred. 
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(Lettner, 2012) introduced a set of low-level metrics which are based on the 

Android architecture of mobile applications, but which can be also be used for other 

mobile platforms.  These low-level metrics can be used for identifying navigational 

errors or inefficient navigation concepts for existing known and unknown 

applications.  It is proposed to gather information about the device, the operative 

system version and the application, and then to create a tree of the elements 

included in each activity (window).  This data structure is used to aggregate the 

baseline data about session times, screen calls, button clicks, etc., which are the low-

level data used to create usability metrics. 

3.3.3 Industrial Measurements for Use Cases  

In this chapter, we are reviewing common measurements that are applied in shop 

floor processes similar to the ones described in FACTS4WORKERS deliverable D1.2 

as Problem Scenarios (PS) + Activity Scenarios (AS).  Because of the nature of the 

shop-floor  processes, most of the outlined measurements are based both on the 

performance perspective of the processes and on the quality improvement derived 

from them. 

In order to get a clear view, just for evaluation purposes, we have classified the PS 

and the AS as: 

 Batch Production Processes: Within our scope, Batch Production Processes are 

the manufacturing processes where a huge quantity of products units is created 

within a machine or line of machines.  Within the project scope, examples of 

these processes can be found in SCA1-PS1, SCA1-AS1, THO-PS1, THO-AS.  These 

processes are not exactly the same as the typically called MTS (Market-To-

Stock), since no stock scenarios are observed. 

 Project Based Production Processes (also known as ETO ɀEngineer-To-Order- 

Processes): These processes aim to create just one or a very little quantity of 

units of  product (machine, machine line, etc.) for a given customer order 

satisfying a very concrete set of requirements.  The most representative use case 

in FACTS4WORKERS project is the one introduced by the EMO1-PS1, EMO1-AS1. 

 Maintenance Processes: Processes aiming to keep machines and other relevant 

equipment working in order to gather the compromised production levels.  

Examples of uses cases related with maintenance processes can be found in 

EMO2-PS1, EMO2-AS2, HID-PS2, HID-PS2, SCA2-PS1, SCA1-AS2, TKSE-PS1, 

TKSE-AS1, TKSE-PS2, TKSE-AS2, TKSE-PS3, TKSE-AS3, TKSE-PS4, TKSE-AS4. 
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 Set-Up Production Processes: These are processes which are related with the 

setting up of the machines for producing a new product (after retooling) of after 

the detection of errors to solve them.  Example of use cased in the 

FACTS4WORKERs projects are HID-PS1, HID-AS1, HIR-PS1, HIR-AS1, SCA2-PS3, 

SCA2-AS3, THO-PS2, THO-AS2, THO-PS4, THO-AS4; 

 Quality Control Processes: Those are all the processes which are related with the 

quality assurance of the products being manufactured.  This class includes the 

processes described by EMO1-PS2, EMO1-AS2, HIR-PS1, HIR-AS1, SCA1-PS1, 

SCA1-AS1, SCA1-PS2, SCA1-AS2, SCA1-PS4, SCA1-AS4, THO-PS1, THO-AS1, THO-

PS2, THO-AS2, , THO-PS3, THO-AS3; 

  Ȱ4ÅÁÍ 0ÒÏÃÅÓÓÅÓȱȡ Under this umbrella we consider processes which are 

transversal to the previous ones, such as workers training, workers 

collaboration, etc.  They are represented in the FACTS4WORKERs use cases 

SCA2-PS2, SCA2-AS2, SCA2-PS4, SCA2-AS4, THO-PS3, THO-AS3, TKSE-PS1, 

TKSE-AS1, TKSE-PS2, TKSE-AS2, TKSE-PS3, TKSE-AS3, TKSE-PS4, TKSE-AS4. 

There are several sources of measurements and metrics which can be applied to 

determine the performance of the listed processes.  One complete set of 

measurements is the one provided by the MESA (Manufacturing Enterprise 

Solutions Association), that performed a study trying to identify the most utilized 

metrics by discrete, process, and hybrid/batch manufacturers (MESA, 2006).  A 

second very complete set of measurements is provided by OpsDog (OpsDog, 2016) 

which creates an encyclopaedia of measurements definition and classifies them 

ÁÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ ÄÉÆÆÅÒÅÎÔ ȰÁÒÅÁÓ ÏÆ ËÎÏ×ÌÅÄÇÅȱ ×ÈÅÒÅ ÔÈÅÙ ÃÁÎ ÂÅ ÁÐÐÌÉÅÄȢ 

From the referenced sources, the most relevant metrics for FACTS4WORKERS 

measurement purposes are selected and classified according to the kind of 

processes presented on the previous list, and they are presented in next paragraphs, 

just to evaluate whether (and how) to be included in the framework. 

Finally, before introducing some candidate measures, we want to remark that these 

measures could be obtained either from the information of already deployed 

systems in the factories (i.e. ERP, MES, etc.) or from the logged information of 

FACTS4WORKERS BBs.  The first approach will require opening the framework for 

integrating the required data from existing systems (and in consequence it would 

require some IT staff intervention). The second approach will make the framework 

independent of any existing system at the factory, but it would require more 

detailed logged information. 

3.3.3.1 Batch Production Processes 

From FACTS4WORKERS scope, Batch Production Processes are the manufacturing 

processes where a huge quantity of products units is created within a machine or 
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line of machines.  Some relevant measures that could be considered are (from MESA, 

2006; OpsDog, 2016):   

 Cycle Time: Manufacturing Process ɀ The average number of days required to 

ÐÒÏÃÅÓÓ Á ÍÁÎÕÆÁÃÔÕÒÉÎÇ ×ÏÒË ÏÒÄÅÒ ÆÒÏÍ ÒÅÃÅÉÐÔ ÏÆ ÔÈÅ ÃÕÓÔÏÍÅÒȭÓ ÏÒÄÅÒ ÁÔ ÔÈÅ 

appropriate manufacturing facility until the product is ready for packaging, 

including both standard and customized products.   

 Manufacturing Cycle Time ɀ Measures the speed or time it takes for 

manufacturing to produce a given product from the time the order is released to 

production, to finished goods. 

 On-Time Delivery to Commit ɀ This metric is the percentage of time that 

manufacturing delivers a completed product on the schedule that was 

committed to customers. 

 On-Time On-Schedule Rate (OTOS) ɀ The inverse of the target number of units to 

be produced minus the actual number of units produced divided by the actual 

number of units produced over a certain period of time, as a percentage.  

 Production Attainment ɀ Actual production (units or volume produced) divided 

by target production over a certain period of time, as a percentage.  

 Throughput ɀ Measures how much product is being produced on a machine, line, 

unit, or plant over a specified period of time. 

 Yield ɀ Indicates a percentage of products that are manufactured correctly and to 

specifications the first time through the manufacturing process without scrap or 

rework. 

3.3.3.2 άtǊƻƧŜŎǘ .ŀǎŜŘέ tǊƻŘǳŎǘƛƻƴ tǊƻŎŜǎǎŜǎ 

Project Based Production processes aim to create just one or a very little quantity of 

units of  product (machine, machine line, etc.) for a given customer order, satisfying 

a very concrete set of requirements.  These processes involve all the tasks from the 

engineering to the final assembly.  Because they are production processes, metrics 

identified in the previous paragraphs apply also to these project based production 

processes.  Even though, because of their particularities, additional measurements 

can be defined. Some of the most relevant found in the literature review are: 

 Engineering Change Order Cycle Time ɀ A measure of how rapidly design changes 

or modifications to existing products can be implemented all the way through 

documentation processes and volume production. 
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 Product Remanufacturing Rate ɀ The number of products that are 

remanufactured over a certain period of time as a result of change(s) by the 

Design Team, Customer Engineering Department or Internal Engineering 

Department, in product specifications, supplies or other characteristics divided 

by the total number of products produced over the same period of time, as a 

percentage. 

 Projected vs. Actual Project Hours ɀ The variance between the hours scheduled 

for an employee over a certain period of time versus the amount of actual hours 

worked on the floor over the same period of time, as a percentage. 

 Schedule Variance ɀ The number of tasks performed over a certain period of time 

that were either unplanned (i.e., not scheduled) or did not conform to the 

production schedule divided by the total number of tasks scheduled over the 

same period of time, as a percentage. 

3.3.3.3 Maintenance and Set up Production Processes 

Industrial Maintenance Processes are those processes aiming to keep machines and 

other relevant equipment of the factories working correctly in order to gather the 

compromised production levels.  Due to the advance of the technology, the 

maintenance strategies have evolved based on the support that ICT provides.  As a 

consequence, nowadays very common maintenance strategies are condition-based 

maintenance, predictive maintenance, remote maintenance, preventive 

maintenance, e-maintenance, etc.   

Set-Up Production Processes are processes which are related with the setting up of 

the machines for producing a new product (after retooling) of after the detection of 

errors to solve them.  For some authors (Kumar, 2013) these processes (or tasks) 

are part of the maintenance processes as so we decided to treat them (maintenance 

and setting up) as different processes. We also based our decision on the clear 

differentiations of them in the use case definition performed in D1.2 and in the need 

to transfer some of these more routine tasks from expert workers (team leaders and 

maintenance workers) to less skilled workers. 

We finally decided to treat them together after performing the literature review of 

possible measurements and indicators and realizing many of them can be applied 

for both initial types of processes.  Using valid references for Maintenance Processes 

(Kumar, 2013; Parida, 2009) and for setting-up ones (Low, 2014), we create an 

initial list of potential common measurements and them two particular chapters for 

the ones applying to maintenance and setting-up processes, respectively. Next is the 

suggested list of common measurements: 

 Breakdown frequency 
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 Downtime in Proportion to Operating Time ɀ This ratio of downtime to operating 

time is a direct indicator of asset availability for production. 

 Downtime as a Percentage of Uptime ɀ The total amount of time a machine has 

spent not in operation over a certain period of time divided by the total amount 

of time a machine has been in operation over the same period of time, as a 

percentage. 

 Equipment Failure Rate ɀ The number of hours manufacturing equipment was 

not in operation due to failures over a certain period of time, divided by the total 

number of hours the manufacturing equipment was used for the same period of 

time, as a percentage. 

 Machine Non-Operating Time ɀ The amount of unplanned downtime, or NOT, for 

a particular machine (or group of machines) over a certain period of time. 

 Machine Uptime ɀ The average amount of time manufacturing equipment are in 

operation divided by the total amount of time in which the manufacturing 

equipment are scheduled for usage over the same period of time, as a 

percentage. 

 Mean time to repair (MTTR) 

 Mean time between failure (MTBF) 

 Machine Utilization ɀ The amount of time a machine is in operation over a certain 

period of time (i.e., 24 hours, etc.), as a percentage. 

 Number of shutdowns. 

 Overall Equipment Effectiveness (OEE) ɀ This multi-dimensional metric is a 

multiplier of Availability x Performance x Quality, and it can be used to indicate 

the overall effectiveness of a piece of production equipment, or an entire 

production line. 

 Total Lost Production Time ɀ The total amount of time in which nothing is being 

produced due to one or multiple machines not being in operation because of 

either issues with the material or the equipment itself divided by the total 

amount of time the machines are scheduled to be running.   

 Waste Rate per Machine ɀ The total amount of waste produced (overproduction, 

waiting inventory, etc.) by a machine over a certain period of time divided by the 

total output of that machine over the same time period, as a percentage. 

Equipment Failure Rate ɀ The number of hours manufacturing equipment was 

not in operation due to failures over a certain period of time, divided by the total 

number of hours the manufacturing equipment was used for the same period of 

time, as a percentage. 

Considering just maintenance processes, some suggested measurements are: 
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 Cycle Time: Equipment Repair ɀ The average number of hours required to repair 

equipment failure(s), either by internal employees or external 

repair/maintenance services, from the time the equipment fails until when the 

equipment is repaired. 

 Equipment Repaired per Manufacturing Engineering Employees ɀ The total 

number of equipment repaired over a certain period of time divided by the total 

number of Manufacturing Engineering employees. 

 Number of work order requests in backlog. 

 Percentage Available man hours used in proactive work. 

 Percentage Planned vs. Emergency Maintenance Work Orders (WOs) ɀ This ratio 

metric is an indicator of how often scheduled maintenance takes place, versus 

more disruptive/un -planned maintenance. 

 Percentage WOs assigned for rework. 

 Unplanned maintenance interventions. 

 Unscheduled maintenance downtime. 

Relevant measurements for setting-up processes are: 

 Cycle Time to Make Changeovers ɀ Measures the speed or time it takes to switch 

a manufacturing line or plant from making one product over to making a 

different product. 

 Engineering Change Order Cycle Time ɀ A measure of how rapidly design changes 

or modifications to existing products can be implemented all the way through 

documentation processes and volume production. 

3.3.3.4 Quality Control Processes 

Quality Control Processes are those processes which are related with the quality 

assurance of the products being manufactured. It is important to remark that the 

measurements which are included in next list are directly related with the product 

quality.  It can be argued that some of measurements introduced of previous 

paragraphs (i.e.  MTBF, Number of shutdowns, etc.) can be considered quality 

indicators of the processes under analysis (maintenance or setting-up) also 

impacting the product quality (for simplicity, we do not consider them here). Next 

are the candidate measurements: 

 First Pass Yield (FPY) ɀ The difference in units produced (output) by a 

manufacturing process over a certain period of time compared to the units that 

went into production (input) over the same period of time (i.e., input vs. output). 

 Number of Non-Compliance Events ɀ The total number of non-compliance 

incidents recorded over a certain period of time. 
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 Percentage of Products in Compliance ɀ The number of units produced over a 

certain period of time that are in compliance with government regulations and 

internal guidelines after the first pass divided by the total number of units 

produced by the Manufacturing & Assembly Group over the same period of time, 

as a percentage. 

 Percentage of Units Reworked ɀ The number of units produced over a certain 

period of time that are reworked to make improvements or fix errors made 

during the production process divided by the total number of units produced by 

the Manufacturing & Assembly Group over the same period of time, as a 

percentage.   

 Production Error Rate ɀ The number of products produced with errors divided 

by the total number of products produced, as a percentage.   

 Scrap Rate Due to Errors ɀ The number of units produced over a certain period of 

time that must be scrapped because of product defects or errors divided by the 

total number of units produced by the Manufacturing & Assembly Group over 

the same period of time, as a percentage. 

 Target Waste Amount Attainment Rate ɀ The actual overall manufacturing 

process divided by the target amount of waste production over a certain period 

of time, as a percentage. 

 Waste Rate per Machine ɀ The total amount of waste produced (overproduction, 

waiting inventory, etc.) by a machine over a certain period of time divided by the 

total output of that machine over the same time period, as a percentage. 

3.3.3.5 ά¢ŜŀƳ tǊƻŎŜǎǎŜǎέ 

Team Processes are those processes which are transversal to the one we analysed 

previously such as workers training, workers collaboration, etc. Those processes 

where traditionally not performed on work -place but, because of the present ICT 

capabilities, and in accordance with the project objectives, it will be possible in the 

very near future.  Next is a list of some relevant measures to be considered (Noble, 

2003; Semler, 2014): 

 Fraction of time correct team member is asked for information. 

 Fraction of time information needed by others is provided in a way that could be 

understood without the need for clarification. 

 &ÒÁÃÔÉÏÎ ÏÆ ÔÉÍÅ ȰÐÒÉÖÁÔÅ ÉÎÆÏÒÍÁÔÉÏÎȱ ÎÅÅÄÅÄ ÂÙ ÇÒÏÕÐ ÉÓ ÐÒÏÖÉÄÅÄ. 

 #Number of training courses (and time to complete them). 

 #Number of learners completing courses. 
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4 Evaluation Framework Description  

4.1 Introduction  

After positioning the Evaluation Framework within the project (chapter 2) and the 

elements that are used as baseline and rationale for its definition (chapter 3), this 

chapter proceeds with the Evaluation Framework description. 

Taking into account both the Framework Rationale and FACTS4WORKERS project 

properties, needs and goals, we consider that the Evaluation Framework description 

should rely on these pillars: 

a) It should consider the different stages of development and deployment of an 

ICT solution and, thus, the appropriate evaluation strategy and methods for 

each phase. With this approach, the framework may also be seen as an 

evaluation process , with a set of proper tools & methods being used 

depending on where we are in the process. 

 

b) It should rely (and leverage) on the work being performed in WP1 , 

particularly on the Worker Impact Dimensions (D1.1), since they compose 

an incipient evaluation framework based on a human-centred analysis of IPs 

worker s practices. This is the main instrument for analysing the impact of 

the project solutions on the worker. Besides, a clear link with downstream 

tasks of the project (WP2-WP5) is established via the expected impact of 

each Context-Of-Use on the Dimensions. 

 

c) It should provide both a solid background and usable and extendable 

guidelines  of evaluating methods and tools. The framework should be 

perdurable in the sense that not only defined for meeting FACTS4WORKERS 

goals but also for being used and evolved beyond the project end. 

Although no further versions of the framework definition are committed as project 

deliverable, the Evaluation Environment definition (D6.2, expected for M36) will 

ÃÏÍÐÌÅÔÅ ×ÈÁÔ ×Å ÁÒÅ ÓÁÙÉÎÇ ÈÅÒÅȟ ÉÎ ÏÒÄÅÒ ÔÏ ÈÁÖÅ ÔÈÅ ÒÅÍÁÉÎÉÎÇ ȬÄÅÐÌÏÙÉÎÇȭ ÉÎÆÏ 

for the framework that can be missed in this document. 

The following chapters describe the framework in a detailed way (chapter 4.2) and 

also remark additional issues (chapter 4.3) 

Evaluation 

Framework 

Mainstays 
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4.2 Framework Description 

The central goal of the evaluation framework is to assess whether the 

FACTS4WORKERS project creates the intended impact to the work places. Therefore 

the dependent variables of the framework correspond with the main project 

objectives specified in the proposal. These are: 

1. To increase problem -solving and innovation skills  of workers. 

2. To increase cognitive job satisfaction  of workers participating in the 

pilots. 

3. To increase average worker productivity  by 10% for workers 

participating in pilots. 

4. To achieve TRL 5-7 on a number of worker-centric solutions through which 

workers become the smart element in smart factories. 

Objective four might be the easiest one to evaluate. A TRL of five to seven means that 

ÔÈÅ ÓÙÓÔÅÍȭÓ ÐÒÏÔÏÔÙÐÅ ÃÁÎ ÂÅ ÕÓÅÄ ÉÎ ÔÈÅ ×ÏÒË ÅÎÖÉÒÏÎÍÅÎt. However, this direct 

use in the target environment is a strict precondition of reaching objective two and 

three. Therefore, if the solution can be embedded in the real world environment, and 

if objective two and three are met then objective four can automatically be 

considered met as well. For the other three dimensions a carefully designed 

evaluation framework is necessary.  Figure 8 gives an overview of the framewÏÒËȭÓ 

components and their (causal) relation to each other. 

With respect to the overall project goals, the framework makes two core 

assumptions on the underlying causal relationships: 

 Cognitive Job Satisfaction is positively influenced by motivation. 

 Motivational factors are moderated by the individual characteristics of a worker 

as well as by the work environment itself.  

Following established motivational theories, such as (Herzberg, Mausner and 

Snyderman, 1959; Hackman and Oldham; 1976) and more recently, the self-

determination theory (Ryan and Deci 2000), motivation is positively influenced by 

ÔÈÅ ÌÅÖÅÌ ÏÆ ÐÅÒÃÅÉÖÅÄ ȰÁÕÔÏÎÏÍÙȱȟ ȰÒÅÌÁÔÅÄÎÅÓÓȱ ÁÎÄ ȰÃÏÍÐÅÔÅÎÃÅȱȢ 4ÁÓË ȰÖÁÒÉÅÔÙȱ 

was also added as a further factor facilitating workplace motivation (Miner 2007; 

Turner and Lawrence 1965). Together with factors targeting the outcome of work, 

such as efficiency and quality, all goals can be causally related to intermediate 

factors. We argue that these factors are determined by the sustained change of work 

practices and are an emergent phenomenon resulting from the interventions (both 

technical as well as organizational) that the FACTS4WORKERS project introduces 

into these environments. Those factors are the worker impact dimensions identified 

in D1.1. 
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Figure 8. Evaluation Framework Overview and Causal Relationships.  

As it was initially described in 3.1 and along the entire chapter 3, the main elements 

expected to be used to build the framework are tools and methods  from both 

classical and technological approaches, which lead us to analyse the impact of the 

project solutions (socio-technical interventions) along the project life. Those tools 

and methods are based on a solid background and also provide measurements to 

feed the worker impact dimensions defined in D1.1 (as it will be explained in 4.2.2), 

×ÈÉÃÈ ÁÒÅ ÔÈÅ ÉÎÓÔÒÕÍÅÎÔÓ ÔÈÁÔ ×ÅȭÒÅ ÕÓÉÎÇ ÔÏ ÅÖÁÌÕÁÔÅ ÔÈÅ ÉÍÐÁÃÔ ÏÆ ÔÈÅ ÓÏÌÕÔÉÏÎÓȢ 

Thus, the framework is using a set of tools and methods (taking as source of 

knowledge and proven background the explanations in chapter 3) that will provide 

measurements that will  be used to evaluate the impact of the project solutions on 

the workers (via D1.1 worker impact dimensions). These impact indicators will feed 

the project (WP1-WP5) in order to be able to redefine the interventions (following 

the perpetual beta paradigm explained in the project proposal). The following 

schema (Figure 9) summarizes this flow: 
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Figure 9. Evaluation Framework information flow (first approach).  

The aforementioned scenario is based on just measuring the introduction of new 

tools and solutions as a means to impact the workers. This is necessary for having 

valid measurements for the solutions deployed (and also their connection with the 

D1.1 worker impact dimensions), but it is not sufficient for having the whole picture, 

since FACTS4WORKERS is not a software-centred project, but a worker-centred one. 

The real impact on the workers will come from changing their work practices  

and that is a process that: 

a) Is being performed along the whole project lifecycle, with the contribution  

and feedback from workers, via different instruments and with different 

maturity levels for each project stage. 

 

b) Involves the validation of the tools introduced in each intervention (again, in 

an iterative process and with different maturity levels). And this is 

something to be performed before measuring the real impact that the new 

work practice (facilitated by the tool) introduces.  

 

c) Effectively, it uses ICT tools and solutions, the ones developed in WP2-WP5, 

and it leverages on them, but the process is ruled by a change on the work 

practices (where the introduction of ICT solutions is the second stage, in a 

needed but supporting role).   

Thus, we need to complete the big picture of the framework with an approach that 

takes into account the project goal of putting the worker in the centre and change 

his/her practices. 

Resuming the work performed in WP1, the worker practices identified in D1.1 (and 

to be evaluated via the worker impact dimensions) are focused on requirements of 

ICT solutions that support smarter work (D1.2). These requirements are detailed via 

different Use Cases (UC) ɀContext of use- that provide Activity Scenarios (AS) to 

solve the identified Problem Scenarios (PS). 

Changing work 

practices (with 

the support of 

ICT) will impact 

the workers 
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The different AS propose the introduction of artefacts (basically composed of ICT 

tools and work processes) for each UC and in each IP, in order to support a 

consistent change of the worker practices. These artefacts are supposed to solve a 

given PS within a new AS. Thus, we firstly need to validate  that the artefacts 

effectively carry out their task (as a proper means ɀand first step- to change the 

worker practices). This is the first mission of the framework.  

As already said, in an iterative and perpetual-beta based process, like the one 

defined for FACTS4WORKERS, different stages of the project and different maturity 

level in the artefacts introduced during the process, will require a set of tools and 

methods to properly perform the validation.  

The second mission (and final goal) of the framework is to effectively analyse the 

impact  ÔÈÁÔ ÔÈÅ ÉÎÔÅÒÖÅÎÔÉÏÎÓ ɉÓÈÁÐÅÄ ÌÉËÅ Ȭartefacts ÉÎÔÒÏÄÕÃÔÉÏÎȭɊ ÈÁÖÅ ÏÎ ÔÈÅ 

workers. The core indicators of this analysis are, as it cannot be otherwise, the 

Worker Impact Dimensions (defined in D1.1). Since the impact on the workers 

depends on both the nature and extent of use (Steinhueser et al., 2015) of the 

artefacts, the tools and methods used for measuring both sides of use (nature and 

extent of use) must be effective and proven for those purposes but also connected to 

the already defined Worker Impact Dimensions, in order to complete a coherent and 

powerful measurement framework. In the same way than for the validation part of 

the framework, the impact analysis tools and methods should take into account, for 

a proper evaluation, the different maturity level of the artefacts and stages along the 

project lifecycle. 

The following picture outlines main high-level activities of the Evaluation 

Framework (validation and impact analysis), and how they relate to Use Cases (UC) 

(solving them) and worker practices (improving them) identified in the Industrial 

Partners (IP) context (Figure 10): 

Evaluation: 

Validation + 

Impact Analysis 
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Figure 10. Evaluation Framework high level activities.  

We now refine (Figure 11) to resume the Evaluation Framework information flow: 

 

Figure 11. Evaluation Framework  Information flow.  

The previous figure outlines the Evaluation Framework information flow , and it can 

be explained as follows:  

To successfully achieve the WP6 evaluation goals, we need to perform both 

validation and impact analysis activities, which will evaluate the project 

interventions (introduced artefacts) using the most proper tools and methods 

obtained from classical and technological approaches. The information generated by 

these tools and methods will feed and consolidate the worker impact dimensions, 

which will be used for both analysing the workers satisfaction and innovation skills 

improvement, but also to give feedback to the other FACTS4WORKERS WPs, in 
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order to be able to continuously improve the worker practices and the solutions 

supporting them. 

This Validation + Impact Analysis approach can be supported by 2 evaluation 

schemes (Figure 12): Formative evaluations and summative evaluations. While the 

formative evaluations aim to validate early system designs and provide new design 

insights throughout the development process, the summative evaluations aim at 

assessing the impact these systems can make in an improved work environment. 

The impacts however are not directly caused by ICT-systems but are affected by 

altered work practices and strategies instead (cf. Carr 2003). Nevertheless can 

formative evaluations focus on design-objectives of the technical systems and assess 

their fitness with respect to the specific context of use they are applied within. 

Further, general IS success factors, such as system acceptance, usability and case 

specific performance indicators are subject of these formative evaluations. This 

allows the project to get feedback/validation also on early designs from target users 

without the need to actually introduce them into the real work environment.  

However, these formative evaluations are not sufficient for assessing the 

overarching project objectives. Evaluation criteria, such as productivity and or job 

satisfaction are a function of a sustained change in work practices rather than of 

momentary interventions. Therefore the framework supports longitudinal 

evaluation, typically referred to as Proof-of-Use (Nunamaker Jr et al. 2015). This 

Ȱ0ÒÏÏÆ-of-5ÓÅȱ ÁÉÍÓ ÔÏ ÄÅÍÏÎÓÔÒÁÔÅ ÔÈÅ ÓÙÓÔÅÍȭÓ ÃÁÐÁÂÉÌÉÔÉÅÓ ÏÆ ÓÕÐÐÏÒÔÉÎÇ ÅÖÅÒÙÄÁÙ 

work processes while demonstrating it fitness to address the problems and create 

specific value for the stakeholders (Nunamaker Jr et al. 2015). 

Summing this discussion up, the framework treats the ICT solutions as enabler 

and facilitators t hat foster certain collaborative practices to emerge given a 

specific work environment.  Hence, the change in practices is the actual 

independent variable that causes the intended project goals (dependent variables) 

to emerge (Figure 8). 

Assessing the different parts of this framework requires different data collection 

techniques and different scopes of data acquisition. The easiest and most reliable 

measure arguably is the assessment of change in productivity as the companies 

already measure these parameters. A pure technological approach might be 

sufficient to capture these changes. ERP systems for example can provide the 

required data on successfully completed parts as well as on parts that did not pass 

the quality control, on raw material wasted and on time the operations took. The 

scoping would in this case be the work area, directly affected by the 

FACTS4WORKERS solution. Both other targets (cognitive job satisfaction and 

problem solving & innovation skills) are highly dependent on the individual worker. 

Therefore these variables need to be assessed on a personal level for each individual 

worker to allow for meaningful interpretation of the data (e.g. Weiss and 

Evaluation 

Object: Not the 

ICT solutions, 

but the new 
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they 
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Cropanzano 1996; Judge and Larsen 2001). Here, classical techniques, such as 

questionnaires and interviews are suggested as the primary instrument of data 

collection.  

From the perspective of the epistemology of this evaluation framework it is 

necessary to proof that the FACTS4WORKERS interventions actually change the 

current work practices (i.e. change the independent variable). This change can 

either be directly observed at the workplace or indirectly through the IT system 

usage. In this case, the IT-systems would be instrumented accordingly to create log 

entries that allow the reconstruction of the applied processes and practices. So 

called process mining (discovering processes from log system logs) is a well 

research and widely applied data collection and analysis method (Van der Aalst, 

Weijters, and Maruster 2004) to analyse work practices and processes in technology 

supported work environments. 
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4.2.1 FACTS4WORKERS Evaluation Process Model 

The evaluation framework as it was outlined above ensures that the project 

outcomes meet the project objectives in measurable ways and therefore represents 

the overall connecting structure of the FACTS4WORKERS project. It ties research, 

design, and development together and quantifies how the project objectives have 

been met. However, the framework does not in itself describe how it can be 

concretely realized in time and space. The process is therefore described in this 

section and depicted in Figure 12. The model matches recommended development 

and integration practices of iterative developments (see e.g. Walden et al. 2015).  

 

Figure 12: FACTS4WORKERS Evaluation Process Model 

This model distinguishes three phases for the evaluation: First, the evaluation is 

prepared in steps 1 through 5, planned and conducted in steps 6 through 18, and 

conclusions derived in steps 19 through 21. 

4.2.1.1 Evaluation Preparation 

During the evaluation preparation, the project objectives are concretized for the 

work environments for which the ICTs will be developed: how could the project 

objectives be concretely realized? This information forms the foundation for the 

evaluation framework that was described above. Specifically, workplace 

observations are made from the perspectives of the project objectives (step 1), 

leading to the elicitation of concrete worker needs and technological opportunities 

(step 2). This information is used to determine the ICT interventions that meet these 

Observation of 

Workplace with 
regard to Project 

Objectives

ICT 
Intervention 

Approach

ICT 

Design

Identify ICT 
Evaluation 
Constraints

Data Collection

Documentation

Worker Needs 

within Project 
Objectives

Sense Making

ICT Evaluation 
Strategy

Dev. 
Evaluation 
Framework

Document: 
Evaluation 
Framework

Design &
Engineering

Measure Baseline 
(before Intervention)

Information to 
be measured

Dev. 
Measurement 
Instruments

Develop / 

Update
ICT

Baseline 
Performance

Estimate ICT  

Impact

Longitudinal 
Impact 

Assessment

Final Impact

Evaluation
Preparation

ICT 

Insertion 
Goal

Prototype 
Evaluation

(continuous Beta 
Release)

Identify 
Needed ICT 

Updates

1

10

9

8

7

6

53

2 11

12

13

14

15

16

17

18

19

20

Evaluation 
Conclusions

Evaluation Planning and 
Conduct

Iterations

Formative Formative & Summative Summative

Documentation 

of Approach

4
Final 

Report

21

Evaluation as a 

Process 



 Framework Description  

 64 

4.2 

needs and opportunities (step 3) and that are documented in step (4). The ICT 

interventions are then designed in step (5). Other issues (see 4.3) must be also taken 

into account at this stage because of their impact on the evaluation strategy. 

4.2.1.2 Evaluation Planning and Conduct 

Once designed, insertion goals for the ICT interventions are derived: in what ways 

ÓÈÏÕÌÄ ÔÈÅ )#4Ó ÂÅ ȰÉÄÅÁÌÌÙȱ ÉÎÔÒÏÄÕÃÅÄ ÉÎÔÏ the work place to allow best-possible 

results, optimal design iterations, and maximal user and process acceptance? In 

what groups should the ICTs be ideally demonstrated, and for how long? How many 

workers and managers should be involved? What communication strategies should 

be used to inform the rest of the organization of these tests? Once formulated as ICT 

insertion goals in step (6), actual ICT insertion opportunities are identified in the 

concrete work environments (step 7). These reality checks would bound the actual 

insertion of ICTs into the work place: Not all insertion goals will be realizable in 

reality, for example, because only limited groups of workers may be available for an 

evaluation. Based on the gained understanding from steps 6 and 7, an evaluation 

strategy can be formulated in step (8), leading to an evaluation framework (step 9) 

that is documented in this present document (step 10), see Figure 8. The evaluation 

framework points to the information that needs to be measured for each of the use 

cases (step 11) and the selection and development of the needed measurement 

instruments (step 12). These measurement instruments are then used in the 

concrete work environments to quantify and describe the work situation prior to 

the introduction of any intervention. The baseline is necessary to assess the 

effectiveness of the ICTs based on the project objectives (step 14).  

The evaluation framework furthermore informs the ICT development by providing 

ÓÐÅÃÉÆÉÃ ÅÖÁÌÕÁÔÉÏÎ ÉÎÆÏÒÍÁÔÉÏÎ ÓÕÃÈ ÁÓ ȰÔÈÉÓ ÉÓ ×ÈÅÒÅ ÔÈÅ ÉÎÔÅÒÖÅÎÔÉÏÎ ×ÉÌÌ ÂÅ ÕÓÅÄȟ 

ÈÏ× ÉÔ ×ÉÌÌ ÂÅ ÕÓÅÄȟ ÁÎÄ ×ÈÁÔ ÉÔ ÉÓ ÉÎÔÅÎÄÅÄ ÔÏ ÁÃÈÉÅÖÅ ÆÏÒ ÔÈÅ ÕÓÅÒȱ ɉÓÔÅÐ ρυɊȢ 4ÈÉÓ 

information is often not available per se to developers who can be isolated from the 

ÒÅÁÌ ×ÏÒÌÄ ÕÓÅ ÅÎÖÉÒÏÎÍÅÎÔ ÁÎÄ ÍÁÙ ÍÁËÅ ȰÁÄ-ÈÏÃȱ ÄÅÃÉÓÉÏÎÓ ÔÈÁÔ ÁÒÅ ÎÏÔ ÁÌ×ÁÙÓ 

aligned with the actual worker needs. Knowledge of the evaluation goals therefore 

allow to streamline the evaluation process and should increase the likelihood of 

positive evaluation results: concretizing and contextualizing the development goals 

should help the development. 

Once a first prototype has been developed, it is presented in the work environment 

and evaluated (step 16). Such prototype evaluations occur within relatively 

constrained settings that limit the influence of other work activities. This allows a 

cleaner comparison of the performance with ICT to the baseline performance (step 

17) and identify needed ICT updates (step 18) for the next ICT iteration in step (15).  
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4.2.1.3 Evaluation Conclusions 

The cycles of evaluation conduct and iterative improvements continue for the 

foreseen period of time or until the estimated impact has reached the expected 

results. After that, longitudinal assessments of the ICT intervention (step 19) under 

less constrained evaluation conditions, lead to an estimation of its final impact (step 

20) that is documented in step (21). 

 

4.2.2 Evaluation framework background  

The reviewed theories (chapter 3) and evidence lead us to expect that holistic 

frameworks of socio-technical interventions that address workers job satisfaction 

(JS) should not only consider the work and work environment but also consider 

worker inherent dispositions and how workers experience work related events. 

Specifically, there exist considerable intra-individual variations of JS as a function of 

affective events that workers naturally experience at their work place, as well as of 

their dispositional background of positive or negative affectivity. Both, affective and 

dispositional factors influence JS without being directly attributable to socio-

technical interventions. Therefore, such factors need to be specifically measured so 

that they can be accounted in the evaluation of socio-technical work interventions. 

Across the reviewed literature, following factors were determined to influence JS: 

  JSS JDI JDS Herzberg 
Motivator 

Factor  

Herzberg 
Hygiene 
Factor  

Achievement        R   

Recognition        R   

Task variety  
    R 

R  
Ȱ7ÏÒË ÉÔÓÅÌÆȱ   

Skill variety  
    R 

R  
Ȱ7ÏÒË ÉÔÓÅÌÆȱ   

Autonomy  
    R 

R  
Responsibility   

Experienced meaningfulness of work  
    R 

R  
Ȱ7ÏÒË ÉÔÓÅÌÆȱ   

Compensation schemes R R R   R 

Supervision  R R R   R 

Relation with co-workers      R   R 

Feedback     R     

Opportunities for growth  R R     R 

Growth Need Strength      R     

Operating Procedures  R       R 

Security      R   R 

Table 8: Influencing Scales  

To impact workers job satisfaction, socio-technical interventions need to address 

worker -related dispositional, motivational, and affective needs, not just work -
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related needs. Validation frameworks therefore need to investigate whether and 

how worker related needs are addressed by the socio-technical interventions. 

These worker needs and empowerment concept (Spreitzer, 1995; Deci et al. 1989) 

have also been used as rationale to define the D1.1 Impact Dimensions. Thus, in this 

way, we have both the link with the Worker Impact Dimensions (as final 

measurements for impact analysis) and the support for our definition of the 

evaluation framework elements. 

4.2.3 Measurements typology  

In this chapter we briefly outline some of the candidate measurements that, using 

both the classical and technological approaches, will serve us as information sources 

to make evaluation tasks. 

Note that this is not an exhaustive list, since each case (UC in IP) will require 

different information needs and, thus, different tools and methods to be used for 

acquiring the needed information.  

4ÈÁÔȭÓ ×ÈÙ ×Å ÊÕÓÔ ÔÒÙ ÔÏ ÏÕÔÌÉÎÅ ÓÏÍÅ ÏÆ ÔÈÅ ÃÏÍÍÏÎÐÌÁÃÅÓ expected to be shared 

among the most cases. Of course, other measurements will be obtained from the 

process defined in 4.2. 

4.2.3.1 Integrated model of Technology Acceptance for FACTS4WORKERS 

In this evaluation framework, any specific model is not used for examination of 

acceptance of a certain technology, but we take a step towards taking a broader 

scope and using an integrated model for examination of the technology acceptance 

of FACTS4WORKERS solutions. So the aim is to further develop and enhance the 

technology acceptance models in order to measure success of the whole process and 

application within the production environment.  

The models presented in (3.2.3) differ from each other, but they also include 

overarching and related elements. These elements have been assessed and 

reorganized in order to form a model which combines the central viewpoints of 

each model but aims to avoid overlapping. The integrated model is discussed below 

and presented in Figure 13. 

In order to test technology acceptance of FACTS4WORKERS solutions, following five 

indicators from the previous theories and models were selected as the key 

categories:  

 Perceived usefulness  (TAM, UTAUT, Innovation diffusion theory) (similar to 

performance expectancy and relative advantage) 
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 Perceived ease of use (TAM, UTAUT, Innovation diffusion theory) (similar to 

effort expectancy and complexity) 

 Social influence  (UTAUT) 

 Facilitating conditi ons (UTAUT) 

 Compatibility  (Innovation diffusion theory)  

 

In addition, five indicators were selected as related elements for the key categories:  

 Trialability  (Innovation diffusion theory) Ą relates to facilitating conditions 

 Observability  (Innovation diffu sion theory) Ą relates to social influence and 

facilitating conditions 

 Information quality  (IS model) Ą relates to perceived usefulness and perceived 

ease of use 

 System quality  (IS model) Ą relates to perceived usefulness and perceived ease 

of use 

 Service quality  (IS model) Ą relates to perceived usefulness and perceived ease 

of use 

 

As stated above, perceived usefulness of TAM, performance expectancy used in 

UTAUT and relative advantage discussed in Innovation diffusion theory can all be 

seen to indicate the same idea ɀ the advantage a person achieves by using the 

technology. The firsÔ ÍÁÉÎ ÃÁÔÅÇÏÒÙ Ȱ0ÅÒÃÅÉÖÅÄ ÕÓÅÆÕÌÎÅÓÓȱ ÉÓ ÃÈÏÓÅÎ ÆÏÒ ÔÈÅ 

integrated model to cover this idea. Correspondingly, perceived ease of use (TAM), 

effort expectancy (UTAUT) and complexity (Innovation diffusion model) all refer to 

ÔÈÅ ÕÓÅÒȭÓ ÅØÐÅÃÔÅÄ ÅÆÆÏÒÔ ÏÆ ÕÓÉng the system. These are combined into the second 

ÍÁÉÎ ÃÁÔÅÇÏÒÙ ÃÁÌÌÅÄ Ȱ0ÅÒÃÅÉÖÅÄ ÅÁÓÅ ÏÆ ÕÓÅȱ ÉÎ ÔÈÅ ÉÎÔÅÇÒÁÔÅÄ ÍÏÄÅÌȢ -ÏÒÅÏÖÅÒȟ ÔÈÅ 

elements of IS Success model, Information, system and service quality are seen to 

have a remarkable influence on the perceived usefulness and ease of use of the 

system, and are thus selected as related elements in the integrated model. The third 

ÁÎÄ ÆÏÕÒÔÈ ÍÁÉÎ ÃÁÔÅÇÏÒÉÅÓȡ Ȱ3ÏÃÉÁÌ ÉÎÆÌÕÅÎÃÅȱ ÁÎÄ Ȱ&ÁÃÉÌÉÔÁÔÉÎÇ ÃÏÎÄÉÔÉÏÎÓȱ ÁÒÅ 

chosen from UTAUT model in order to indicate the social and technological 

preconditions for the system. The elements of trialability and observability from 

Innovation diffusion theory are seen to be included in these preconditions and are 

thus selected as related elements in the integrated model. The fifth main category, 

Ȱ#ÏÍÐÁÔÉÂÉÌÉÔÙȱ ÉÎÄÉÃÁÔÅÓ ÔÈÅ ÓÙÓÔÅÍȭÓ ÆÉÔ ÔÏ ÅØÉÓÔÉÎÇ ÐÒÏÃÅÓÓÅÓ ÁÎÄ ÒÏÕÔÉÎÅÓ ÉÎ ÔÈÅ 

organization as well as the existing tools and systems. Finally, the actual use of the 

system modifies the perceptions of usefulness and ease of use as well as the social 

influence factors over time thus creating a feedback loop and a dynamic effect to 

acceptance levels. 
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Agreement to indicators will be measured on a five point Likert scale. The 

technology acceptance survey addresses these indicators. In addition, it may contain 

several open ended questions looking for critical incidents during the 

demonstration phase, for implementation barriers, and for suggestions for the 

improvement of the FACTS4WORKERS solution. The survey questionnaire is in 

Appendix A, which also contains a proposed survey for assessing the innovation 

skills and the perceived satisfaction. The survey questions have to be partially 

customized to the specific context of use and industry partner. 

4.2.3.2 Measurements provided by ICT solutions 

Chapter 3.3 of this document introduces a set of candidate measurements that can 

be obtained from the data logged when using the system and from the data (either 

shown or internally generated) during these interactions.   

Next table (Table 9) matches the types of measurements defined in chapter 3.3. with  

the framework proposed by (DeLone and McLean, 2003).   

Figure 13. The integrated Technology Acceptance model for FACTS4WORKERS. 
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Table 9.  Matching of Technological Measure ment Types  to DeLone& MacLean Dimensions.  

It must be remarked than the Service Quality (SQ) is not evaluable with the provided 

measurements.  Although it could be important in other scenarios, we consider that 

SQ is not a key dimension within the FACTS4WORKERS project development and 

evaluation framework.   

When reading the former table, next conclusions are remarkable: 

 Measurement From ICT systems, which are based on logs data, can be used to 

determine the System Quality, the Information Quality, the use (and patterns of 

use), and, to some extent, the user satisfaction with the system. 

 Industrial Measurements for Use Cases are dependent variables, as they can be 

used to measure Net Benefits (either individuals or organizational).  This 

requires being able to use the data used by the different applications and, in 

order to determine the veracity of the impact, to compare these data with data 

from workers not involved in the FACTS4WORKERS.  Moreover, it seems the 

only way to obtain this (business related) measurements. 

 The Ȱ4ÅÁÍ 0ÒÏÃÅÓÓÅÓȱ ÍÅÁÓÕÒÅÓ ÁÒÅ ÔÈÅ ÏÎÌÙ ÅØÃÅÐÔÉÏÎ ÏÆ 4ÅÁÍ 0ÒÏÃÅÓÓÅÓ 

measures that can be used to measure Information Quality, and to some extent, 

the System Quality. 
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Measurements From ICT systems

Knowledge Management System Metrics R R

Team Supporting Tools R R R

Data Management R R R

Semantic Workflow Engine Metrics R R

HMI Measurements R R R R

Industrial Measurements for Use Cases

Batch Production Processes R

"Project Based" Production Processes R

Maintenance and Set up Production Processes R

Quality Control Processes R

Team Processes R R R R R
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 Although User Satisfaction can be obtained from the logged data by the HMI 

measurements, another source of data should have to be considered instead (i.e.  

classical methods). 

 Subjective measures, such as Intention of Use or User Satisfaction, cannot be 

obtained from logged data. 

Similar conclusions follow from the examination of Table 10, by the fact that 

Industrial Measurements for Use Cases are close related with Organizational 

Dimensions.  On the other hand, measurements from ICT Systems are also related 

with Individual Impact Dimensions.       

   

 

 

Table 10.  Matching Technological Approaches Measurements and D.1.1  Impact Dimensions.  

4.2.4 Quantification Strategies 

The Evaluation Framework described above details the background, process, 

methods and tools to be used for the evaluation data acquisition. Once the data is 

acquired, both analysis and quantification are needed to properly evaluate the real 
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impact on the workers (via the impact dimensions) of the interventions. The impact 

evaluation will help us to check the project goals accomplishment, as described in 

Figure 8. 

With the proposed framework description and rationale we have the project goals 

determined by the impact dimensions (Figure 8) and these composed by the 

measurements from classical/technological approaches (see again the information 

flow in Figure 11). This bottom-up connectivity enables to design a proper 

quantification of the impact. 

The Ȭamountȭ of the impact (i.e. the variation on the dimension measured item) will 

be determined by the measurements that feed and compose a given dimension. 

Chapter 4.2.2, Table 8, Table 9 and Table 10 outline part of the composition of some 

of the impact dimensions. Any given dimension composition and, therefore, its data 

feeding, will depend on the methods and tools used for the data acquisition and, 

thus, on the project stage, Activity Scenario (AS) being measured, maturity of the 

intervention (ICT solution and/or process) and Industrial Partners (IP) constraints 

(see 4.3). This is a key asset of the framework as it has been defined: Its flexibility to 

count on different data sources and acquisition methods and tools to validate and 

measure the impact, depending on the aforementioned project constraints. 

Thus, at this stage it is only proper to summarize different quantification strategies 

that are likely to be used:  

 Dimensions composition: Since different information sources can feed a given 

dimension in each AS, as described above, it may not be proper to establish a 

closed or fixed measurements mix (i.e. formula) to compose the impact 

dimension. Instead, different approaches will be applied depending on each case 

needs and/or constraints: 

- Simple and powerful approaches can be used when many occurrences of 

each measurement can be obtained (technological approaches): Using all 

the available measurements influencing each dimension in each AS to 

see the evolution of the impact dimension (like scatter-plot alike 

visualization tools). Longitudinal analysis can be supported via this 

approach. Of course, normalization should be performed to benchmark 

and compare impact among different AS. 

- Using the aforementioned background (4.2.2) and example tables, more 

detailed composition of the dimension will be defined, going beyond of 

ÊÕÓÔ ÌÉÎËÓ ɉÁÓ ÓÔÁÔÅÄ ÉÎ ÔÈÅ ÔÁÂÌÅÓɊ ÂÕÔ ÐÒÏÐÏÓÉÎÇ ×ÅÉÇÈÔÓ ÁÎÄ ȬÒÏÌÅÓȭ ɉÁÓ 

the causal relationships in Figure 8) only if it makes sense and when 

possible for each measurement (Nardo et al., 2005).  

Flexible Impact 

Quantification 
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As stated in (Saisana and Tarantola, 2002), when we are dealing with 

composite indicators (indicators based in sub-indicators that have no 

common meaningful unit of measurement and there is no obvious way of 

weighting them), as impact dimensions are, trying to compose them in a 

single expression or formula may be not useful nor correct. Thus, 

quanÔÉÆÉÃÁÔÉÏÎ ×ÉÌÌ ÂÅ ÎÅÅÄÅÄ ÂÕÔ ÊÕÓÔ ÔÏ ÅÖÁÌÕÁÔÅ ÔÈÅ ȰÁÍÏÕÎÔ ÏÆ ÉÍÐÁÃÔȱ 

of each intervention on each dimension, not for having a single number 

to describe the impact. Again, this quantification task will be highly 

dependent on the AS characteristics, stage of the project and maturity of 

the deployed solution. 

 For each AS in each IP, a subset of the candidate measurements stated in chapter 

3 will be selected for evaluation purposes. Some of them are more likely to be 

used (4.2.3), which also will determine the tools and methods for measurement 

(e.g. Appendix A) and, thus, the aforementioned Dimensions composition and 

the following statistical methods. 

 Statistical analysis methods and tools (explorative/ confirmative analysis; 

regression models, etc.) will be applied to most of the measurements obtained 

from social sciences tools and methods (Faul et al., 2007). Validation strategies 

used for mixed methods (qualitative and quantitative) as well as the scheme for 

building composite indicators (Saisana and Tarantola, 2002) can be applied for 

both composing and quantifying the dimensions (Venkatesh et al., 2013). These 

strategies and methods allow having a solid baseline for the date obtained from 

the social sciences tools (the so-called classical approach). 

 

Finally, it is remarkable that quantifying the impact is not only a key step for 

evaluating the accomplishment of the project goals: It will be also a valuable internal 

tool for providing feedback to other WPs in FACST4WORKERS project (Figure 11). 

4.3 Issues to Be Considered  

4.3.1 Legal Issues 

The fact of releasing an ICT solution on a shop floor has many implications to be 

taken into account, also legal ones, most of them described in ICT literature and 

ÐÒÁÃÔÉÔÉÏÎÅÒÓȭ ÂÅÓÔ ÐÒÁÃÔÉÃÅÓȢ "ÕÔȟ ×ÈÅÎ ÉÎ ÁÄÄÉÔÉÏÎ ÔÏ ÔÈÁÔȟ Á ÄÅÅÐ ÁÓÓÅÓÓÍÅÎÔ ÔÏ ÔÈÅ 

impact of the new solutions on the workers must be done, new legal issues arise, 

and they are dependent not only on the ICT solution properties and, but also on a 

broader scope scenarioȢ 3ÉÎÃÅ ÉÔȭÓ ÎÏÔ ÐÏÓÓÉÂÌÅ ÔÏ ÄÅÓÃÒÉÂÅ ÁÌÌ legal issues to be taken 

into account from a general perspective (each case should be analysed individually), 

we briefly summarize some of the most important ones identified in the context of 

FACTS4WORKERS project. Also, our strict ethic guidelines can be found in the 

Project Handbook. Please, note that detailed information regarding the framework 
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ÅÎÖÉÒÏÎÍÅÎÔ ÓÅÔÕÐ ×ÉÌÌ ÂÅ ÄÅÓÃÒÉÂÅÄ ÉÎ $φȢς ɉȰ%ÖÁÌÕÁÔÉÏÎ %ÎÖÉÒÏÎÍÅÎÔ $ÅÆÉÎÉÔÉÏÎ 

ÁÎÄ 3ÅÔÕÐȱɊȡ 

- Regional/National/European legal framework: Different legal frameworks 

for workers may be implied in an assessment like the one performed in 

FACTS4WORKERS projectȢ 3ÅÖÅÒÁÌ ÔÉÍÅÓ ÔÈÅÒÅȭÓ Á ÃÏÍÐÌÅØ ÎÅÔ×ÏÒË ÏÆ ÌÅÇÁÌ 

implications, even possible discussions may arise when not understandable 

(or even apparently contradictory) questions can be concluded when 

analysing legal issues. This deliverable is not the proper place to solve these 

questions but, from a project level perspective, we always need to answer 

why, what, how, where and to whom to apply each properly identified legal 

item. 

 

- Company level rules: After having a clear view of the different legal 

frameworks that apply to any given project that implies the assessment of 

workers practices, we need to take into account the company normative 

framework. This set of rules should be observed from a dual perspective: 

 

o The normative one, which takes into account the company 

established rules and best practices, and that must be respected with 

the same level of conscientiousness than the aforementioned legal 

frameworks. 

o 4ÈÅ ȬÓÐÏÎÓÏÒÓÈÉÐȭ one or, what it is the same, the propensity to 

ÃÏÌÌÁÂÏÒÁÔÅ ×ÉÔÈ ÔÈÅ ÐÒÏÊÅÃÔ ÇÏÁÌÓȡ )ÔȭÓ ËÅÙ ÔÏ ÈÁÖÅ ÔÈÉÓ ËÉÎÄ ÏÆ 

sponsorship from the company top management, since aligning goals 

will notably increase the chances of project success. 

 

- Unions notice and agreement: Once we have the external 

(regional/national/European  level) and internal (company level) legal 

framework, the workers concerns regarding the project implications are still 

present. Thus, Unions must be involved in the legal discussions, to take into 

account their concerns and requirements from the same dual perspective 

than the one identified for the company level rules. 

 

- Occupational risks/hazards prevention issues: Finally, and even though these 

issues can be normally found in the previous points, an additional review of 

the risks/hazards prevention issues may be needed (legal but also a deeper 

analysis), since any innovative new ICT solution or practice deployed can 

also imply new risks to be observed. 
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4.3.2 Human Issues 

ICT and Workers are two of the pillars of the Industry 4.0 vision.  ICT is used to 

improve internal efficiency and to enable higher value-creation through the use of 

information, in particular, by the shop-floor workers. Workers are the base on which 

factories of the future will increase their flexibility, agility and competitiveness 

(EFFRA, 2013).  Within Future Factories, monotonous and repetitive tasks will be 

automated or executed by robots while workers will execute tasks requiring more 

intelligent approaches (modification of parameters, use of previous experience to 

solve new problems, etc.).  In other words, workers will have to be more dynamic, 

they will have to be able to improve their skills and competencies while they are 

working or they will have to be able to share and communicate the knowledge they 

acquire. It seems clear ICT is going to be the solution to  these new worker needs. 

Because of this close relation between workers and ICT, we think it is necessary to 

take a more detailed view on how ICT performance and workers interaction with 

them (via HMI/HCI) is going to influence in worker satisfaction.   

Next paragraphs briefly introduce new issues to be considered when measuring 

worker satisfaction in an Industry 4.0 context.  Based on existing experience in 

related fields (such as Education) and on our experience within  FACTS4WORKERS 

project, we have identified some factors to be considered: Workers ICT-Literacy; 

Worker Involvement in the Design of the Solutions; Industry 4.0 Solution 

Acceptance and Success; assessments of HMI mock-ups and prototypes; 

Assessments of the worker sentiment when using the provided solutions. 

Workers ICT -Literacy  

Since more than 15 years ago (Prensky, 2001), we all are classified as Digital Native 

or Digital Immigrant.  A rough criterion for classifying us is based on our year of 

born (before or after eighties).  A more objective (and convenient) criterion is based 

on the evaluation of our ICT-Skills.  Based on this second criterion workers can also 

be classified.  

  ICT-Skills are defined as the capacity to solve problems of information, 

communication and knowledge (Ananiadou & Claro 2009). In other words, the 

capacities a human being should have to have for ÂÅÉÎÇ Á ȬÐÒÏÄÕÃÔÉÖÅ ÃÉÔÉÚÅÎȭ ÉÎ ÔÈÅ 

information society.  Since it was realized that ICT is going to play a transversal role 

supporting our life, it became a matter of interest for education researches in order 

to determine which skills will be needed by future citizens, how they must be taught, 

ÈÏ× ÓÔÕÄÅÎÔȭÓ ÌÅÖÅÌÓ ÃÏÕÌÄ ÂÅ ÅÖÁÌÕÁÔÅÄȢ   

Based on the 21st century skills (Trilling & Fadel, 2009) framework, the term ICT-

Literacy is used to define our skills based on the use of contemporary technologies 

for information processing (computer literacy skills) and information and 
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communications skills (Wilson et al. 2015) within the context of everyday complex 

cognitive problem solving.  Several evaluation frameworks have been developed by 

education researches in order to determine which level the students have (Wilson et 

al. 2015).  These frameworks are based on the design of experiments to solve 

problems using available technology (from basic search to develop a collaborative 

work).  While they are not probably be used to determine which is the ICT-Skills of 

workers, because of the costs, these strategies can be used for training purposes and 

more pragmatic approaches can be used for determining workers ICT-Literacy. 

One example is performed within the project T&TNet (Angeletou & Graschall, 2013) 

where the evaluation of the HMI (at different stages of their development) was 

preceded of a basic questionnaire in order to determine the ICT-Skills of the users.  

A questionnaire at early stages of an Industry 4.0 project could help to scan the kind 

of problems workers may have with the technologies to be deployed, and to 

anticipate the training solutions.  Paradoxically, it seems the problem to be the same 

as within factories of the future and the education field: younger workers/students 

would have the ICT-Skills while older workers/teachers would have the knowledge 

and the experience. 

Worker Involvement in the Design of the Solutions  

When a consultancy firm is contracted for solving a problem on a company the 

solution frequently consists on the (minor) adaptation of existing software to the 

problem view and the previous experiences the executives and/or the consultants 

have.  These top-down approaches are many times perceived as imposed solutions 

by the users.  Moreover, because they do not consider the experience of the front 

line workers, they do not really support workers on their daily tasks.  As a 

ÃÏÎÓÅÑÕÅÎÃÅȟ ×ÈÉÃÈ ÃÁÎ ÂÅ ÓÅÅÎ ÁÓ Á ÃÈÅÁÐ ÁÎÄ ÅÆÆÅÃÔÉÖÅ ÓÏÌÕÔÉÏÎ ÉÓÎȭÔ ÉÔ ÁÎÄ 

although the system is used not all the potential improvement can be obtained. 

Deliverable D1.1 introduces a methodology for defining Industry 4.0 solutions 

requirements by co-designing them with workers.  Following an agile iterative 

process requirements are gathered on a bottom-up approach.  While initially the 

management of the company is asked to describe the company and the problems to 

be solved, once the Context of Use is established, the problem definition is created in 

collaboration with the worker using different methods (interviews, observations, 

questionnaires, etc.) resulting in the definition of representative Personas, the 

determination of the Problem Scenario and the Collaboration Diagrams (workflows) 

representing the information exchanges of the Personas (actors) involved in the 

Problem Scenario. 
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A.  Data Acquisition tools ς Survey models 

TECHNOLOGY ACCEPTANCE 

(PLEASE READ CAREFULLY) 

The goal of this survey is to capture your current perception about the new 
FACTS4WORKERS technology.  

We will neither assess your performance nor will the data be used later on to do 
so!  

 

Some tips to fill out the questionnaire: 

The individual aspects are specified by a descriptive text. You can give your answer by 
crossing one of the five boxes beneath the description.  

Example 1 

I know a lot about soccer and its rules: 

I strongly disagree          I strongly agree 

 
In this example the person strongly agrees i.e. she knows a lot about soccer. 

 

 

Please fill out the questionnaire completely and carefully without omitting any 
answers!  

 

The analysis of the results will be carried out in anonymized form 

only! 
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Perceived usefulness  
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Overall, the system is useful for daily operations Ç Ç Ç Ç Ç 

The system decreases my workload (if negative, implies 
added effort due to the system) 

Ç Ç Ç Ç Ç 

The system improves the chance to do something that make 
use of my abilities 

Ç Ç Ç Ç Ç 

The system improves the chance to develop new and better 
ways to do the job 

Ç Ç Ç Ç Ç 

The system gives a good overview of the workflow Ç Ç Ç Ç Ç 

The system improves my level of situational awareness Ç Ç Ç Ç Ç 

[BUILDING BLOCK XXX] is useful for my daily work (replace [] 
by use case relevant activity - e.g. Checking part 
availability through the system is useful for my daily 
work)  

Ç Ç Ç Ç Ç 

 

** Note to survey implementation: Items shaded with grey colour are from the 
dimensions survey. If the acceptance survey is given at the same time as the dimensions 
survey, these items may be excluded and the results from the dimensions survey to 
these items utilized instead (to avoid repetition and reach a lower count of answerable 
items. Items shaded with yellow need to be customized for individual use cases to cover 
the most important building blocks / features piloted. 

 

 

Perceived ease of use 
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Overall, the system is easy to use 
Ç Ç Ç Ç Ç 

The system displays an appropriate amount of information 
Ç Ç Ç Ç Ç 

Customizing the displayed information is easy  
Ç Ç Ç Ç Ç 

The information displayed is easy to read in all conditions 
Ç Ç Ç Ç Ç 

Messages for interaction with the user are clear and easily 
comprehensible Ç Ç Ç Ç Ç 

The system triggers an acceptable number of notifications 
Ç Ç Ç Ç Ç 

The system swiftly recovers after loss of signal or 
breakdown Ç Ç Ç Ç Ç 

)ÔȭÓ ÅÁÓÙ ÔÏ ÆÉÎÄ ÔÈÅ information that I need  
Ç Ç Ç Ç Ç 

Getting used to the system was easy (training effort was 
low)  Ç Ç Ç Ç Ç 

[DOING XXX] is easier by using the system (replace [] by use 
case relevant activity - e.g. Checking part availability is 
easier by using the system) 

Ç Ç Ç Ç Ç 

 

 

Social influence 
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My colleagues feel that the system is useful 
Ç Ç Ç Ç Ç 

Most of my colleagues are happy to use the system 
Ç Ç Ç Ç Ç 

My superiors encourage using the system 
Ç Ç Ç Ç Ç 

I am able to solve problems that arise in my daily tasks 
on my own or with the help of coworkers Ç Ç Ç Ç Ç 

I am able to propose new ways of doing or new 
solutions to existing needs or problems Ç Ç Ç Ç Ç 

 

Social interaction* 
bǳƳōŜǊ ΧΧΦ ƻŦ ŎƻƳƳŜƴǘǎ ōȅ ǘƘŜ ǳǎŜǊ ǘƻ ƻǘƘŜǊǎ ŀƴŘ ǘƘŜƛǊ 
content 

Social interaction* bǳƳōŜǊ ΧΧΦ ƻŦ ŎƻƳƳŜƴǘǎ ǘƻ ǘƘŜ ǳǎŜǊ ŀƴŘ Ƙƛǎ ŎƻƴǘŜƴǘ 

Social interaction* bǳƳōŜǊ ΧΧΦ ƻŦ ƭƻƎƎŜŘ ǇŜŜǊ ƛƴǘŜǊŀŎǘƛƻƴǎ ƛƴ ǎȅǎǘŜƳ 

Social interaction* bǳƳōŜǊ ΧΧΦ ƻŦ ƴŜǿ solution ideas to problems 

*Data from the FACTS4WORKERS system log or with survey 

 

Facilitating conditions 
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I know that some improvements are planned to be deployed 
in my workplace Ç Ç Ç Ç Ç 

I know the type of technical solutions planned to be deployed 
Ç Ç Ç Ç Ç 

I know the type of organizational improvements planned to 
be deployed Ç Ç Ç Ç Ç 

) ÁÍ Á×ÁÒÅ ÏÆ ×ÈÁÔȭÓ ÇÏÉÎÇ ÏÎȟ ÉÎ ÇÅÎÅÒÁÌȟ ÉÎ ÍÙ ÃÏÍÐÁÎÙ 
Ç Ç Ç Ç Ç 

Communications within this organization is good 
Ç Ç Ç Ç Ç 

I am involved in my daily tasks closely with my colleagues 
Ç Ç Ç Ç Ç 

The spirit of cooperation among my coworkers is good 
Ç Ç Ç Ç Ç 

The open exchange of ideas between you and your peers has 
increased since you started to use the system? Ç Ç Ç Ç Ç 

Training was helpful  
Ç Ç Ç Ç Ç 

Support was readily available during the testing  
Ç Ç Ç Ç Ç 

The testing did not interfere too much with other duties 
Ç Ç Ç Ç Ç 

 

Compatibility (with processes and routines or with other tools)  
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I deal with a manageable amount of information and inputs in 
my daily tasks Ç Ç Ç Ç Ç 

I see added value replacing current XX system (e.g. manual 
machine book) with this new system Ç Ç Ç Ç Ç 

The system fits our working practices and processes 
Ç Ç Ç Ç Ç 
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How willing you are to incorporate new ways-of-doing in your daily work? 

Absolutely reluctant         Absolutely willing 

 

Background information 

I am currently working as  

I am working there since 
 years 

I am 
  .................  years old. 

I am               Female           Male 

Frequency of system use* 
!ǾŜǊŀƎŜ ΧΧΧΦ ƻŦ ǘƛƳŜǎ ǇŜǊ ƘƻǳǊ ǘƘŀǘ L ƛƴǘŜǊŀŎǘ 
with the FACTS4WORKERS system 

 

*Data from the FACTS4WORKERS system log or with survey 
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SATISFACTION AND INNOVATION SKILLS 

(PLEASE READ CAREFULLY) 

The goal of this survey is to capture your current perception about your job 
practices.  

We will neither assess your performance nor will the data be used later on to do so! 

 

Some tips to fill out the questionnaire: 

The individual aspects are specified by a descriptive text. You can give your answer by 
crossing one of the five boxes beneath the description.  

Example 1 

I know a lot about soccer and its rules: 

I strongly disagree          I strongly agree 

 
In this example the person strongly agrees i.e. she knows a lot about soccer. 

 

 

Please fill out the questionnaire completely and carefully without omitting any 
answers!  

 

The analysis of the results will be carried out in anonymized form 

only! 

  












